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Abstract 
 

Hand posture recognition has played a very important role in Human Computer Interaction 
(HCI) and Computer Vision (CV) for many years. The challenge arises mainly due to 
self-occlusions caused by the limited view of the camera. In this paper, a robust hand posture 
recognition approach based on 3D point cloud from two RGB-D sensors (Kinect) is proposed 
to make maximum use of 3D information from depth map. Through noise reduction and 
registering two point sets obtained satisfactory from two views as we designed, a multi-viewed 
hand posture point cloud with most 3D information can be acquired. Moreover, we utilize the 
accurate reconstruction and classify each point cloud by directly matching the normalized 
point set with the templates of different classes from dataset, which can reduce the training 
time and calculation. Experimental results based on posture dataset captured by Kinect sensors 
(from digit 1 to 10) demonstrate the effectiveness of the proposed method. 
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1. Introduction 

Human-computer interaction (HCI) plays an important role in various applications today. It 
exists the desire to realize more natural forms of interaction between humans and machines. 
The user should ideally interact with machines without the need of cumbersome devices (such 
as colored markers or gloves) or apparatus like remote controls, mouse and keyboards. Hand 
gestures can give an alternative and easy means of communication with machines and could 
revolutionize the way we use technology in our everyday activities.  

Hand gesture recognition from visual images has a number of potential applications in HCI, 
machine vision, virtual reality (VR), machine control in the industrial field, and so on. Most 
conventional approaches to hand gesture recognition have employed data gloves. But, for 
more natural interface, hand gesture must be recognized from the visual images as in the 
communication between humans without using any external devices. Our research is intended 
to find a high-efficiency approach to improve the algorithm of hand detecting and hand gesture 
recognition. 

A typical example of this trend is the gaming industry and the launch of Microsoft’s new 
product-Kinect. Other domains, where gesture recognition is needed, include but are not 
limited to sign language recognition, virtual reality environments and smart home system. 
Recovering the full kinematic parameters of the skeleton of the hand over time, commonly 
known as the hand-pose estimation problem, is challenging for many reasons: high 
dimensionality of the state space, self-occlusions, insufficient computational resource, 
uncontrolled environments, rapid hand motion and noise in the sensing device, etc.  

Extensive researches have been conducted on hand posture recognition making use of 2D 
digital image [1, 2]. However, it is still ongoing research as most papers do not provide a 
complete solution to the previously mentioned problems. As the first step of hand gesture 
recognition, hand detection and tracking are usually implemented by skin color or shape based 
segmentation, which can be derived from RGB image [3]. However, because of the intrinsic 
vulnerability against background clutters and illumination variations, hand gesture recognition 
on 2D RGB images usually requires a clean and simple background, which limits its 
applications in the real world. 

With the rapid development of RGB-Depth (RGB-D) sensors, it becomes possible to 
obtain the 3D point cloud of the observed scene and offers great potential for real-time 
measurement of static and dynamic scenes. This means some of the common monocular and 
stereo vision limitations are partially resolved due to the nature of the depth sensor. Compared 
to the traditional RGB camera, research on 3D depth map has significant advantages for its 
availability to discover strong clues in boundaries and 3D spatial layout even in cluttered 
background and weak illumination. Particularly, those traditional challenging tasks such as 
object detection and segmentation become much easier with the depth information [4]. 

The recent progress in depth sensors such as Microsoft’s Kinect device has generated a 
new level of excitement in gestures recognition. Several researchers have proposed some 
approaches based on depth information for this issue [5, 6]. Depth image generated by depth 
sensor is a simplified 3D description, however most of current methods only treat depth image 
as an additional dimension of information and implement recognition process in 2D space. 
Ren et al. employed a template matching based approach to recognize hand gestures through a 
histogram distance metric of Finger Earth Mover Distance (FEMD) through a near-convex 
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estimation [5]. Bergh and Van Gool [6] used a Time of Flight (ToF) camera combined with a 
RGB camera to successfully recognize four hand gestures by simply using small patches of 
hands. However, their method only considered the outer contour of fingers but ignored the 
palm region that also provides crucial shape and structure information for complex hand 
gestures. Most of these methods explicitly use the sufficient 3D information conveyed by the 
depth maps. 

The contribution of this paper is to leverage multi-viewed 3D point cloud for hand posture 
recognition.  Unless using 2D descriptor, sufficient 3D information can be obtained after point 
registration, which can get rid of the obstruction of self-occlusion and rotation. Moreover, 
users will interact with the two sensors much more naturally rather than making a command 
scrupulously by using the conventional method. The experimental results demonstrate the 
method proposed in this paper gives effective and robust performance. 

2. Related Work 
Human hand is a highly deformable articulated object with a total of about 27 degrees of 
freedom (DOFs) [7]. As a consequence the hand can adopt a variety of static postures that can 
have distinct meanings in human communication. 

Hand posture recognition techniques consist of two stages: hand detection and hand pose 
classification. First the hand is detected in the image and segmented. Afterwards information 
is extracted that can be utilized to classify the hand posture. This classification allows it to be 
interpreted as a meaningful command [8]. 

  A first group of hand poses recognition researchers focus on these so-called “static” hand 
poses. A second research domain is the recognition of “dynamic” hand gestures, in which not 
the pose but the trajectory of the hand is analyzed. This article focuses on the static hand poses. 
For more information on dynamic gestures see [3, 9], etc. 

Hand detection techniques can be divided into two main groups [3]: data-glove based and 
vision-based approaches. The former sensors are attached to a glove to detect the hand and 
finger positions. The latter requires only a camera, so they are relatively low cost and are 
minimally obtrusive for the user. The vision based approaches can detect the hand using 
information about the depth, color, etc. Once the hand is detected, hand posture classification 
methods for vision-based approaches can be divided into three categories: low level features, 
appearance based approaches and high-level features.  

Numerous researchers raised the thought that full reconstruction of the hand is not 
necessary for gesture recognition. Therefore, these methods only use low-level image features 
that are fairly robust to noise and can be extracted quickly. An example of low-level features 
used in hand postures recognition is the radial histogram. Appearance-based methods use a 
collection of 2D intensity images to model the hand. These images can for example be 
acquired by Principal Component Analysis (PCA). Some researchers who use appearance 
based approaches are [10-12]. Methods relying on high-level features use a 3D hand model 
[17-19]. High-level features can be derived from the joint angles and pose of the palm. Most 
model-based approaches create a 3D model of a hand by defining kinematic parameters and 
project the 3D model onto a 2D space. The hand posture can be estimated by finding the 
kinematic parameters of the model that result in the best match between the projected edges 
and the edges extracted from the input image. Other approaches reconstruct the hand posture 
as a “voxel” model, based on images obtained by a multi-viewpoint camera system. The joint 
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angles are then estimated by directly matching the three dimensional hand model to the 
measured voxel model. 

One advantage of 3D hand model based approaches is that they allow a wide range of hand 
gestures if the model has enough DOFs. However, these methods are also given disadvantages. 
The database required to cover different poses under diverse views is very large, complicated 
invariant representations have to be used. The initial parameters have to be close to the 
solution at each frame. Moreover the fitting process is highly sensitive to noise. Due to the 
complexity of the 3D structures used, these methods may be relatively slower than the other 
approaches. Of course, this problem must be suppressed in order to assure on-line 
performance. 

3. Methodology of Hand Posture Recognition 

3.1 Environment Setting 
As we mentioned above, it is not ample to obtain a robust hands segmentation by using a RGB 
camera as variable illuminations, self-occlusions and uncontrolled background [1, 2]. For 
using the 3D information that very useful for hand detection and segmentation sufficiently, a 
stereo vision-based system with two Kinect sensors is established in our study (as Fig. 1).  
 

 
Fig. 1. Stereo vision-based system with two Kinect sensors 

 
A default value of yaw angle is set for each Kinect for keeping the view on the same 

horizontal plane, and an angle of 45 degree with the X-axis world coordinate system provides 
the most information while performing gestures that have inevitable occlusion, within a 
certain distance from each Kinect, each one can see “half” of the hand, hence capturing more 
structural information. The red shaded region is considered as “region of interest (ROI)”, 
which is the effective area of operation and is actually a projection of cuboid (mentioned in the 
section 3.3). Furthermore, 𝑋𝑋.𝑤𝑜𝑟𝑙𝑑,𝑌𝑌.𝑤𝑜𝑟𝑙𝑑  𝑎𝑛𝑑 𝑍𝑍.𝑤𝑜𝑟𝑙𝑑 indicate the coordinate axes of 
the world coordinate system. 

Based on the designed system, users will interact with the two sensors much more naturally 
rather than making a command scrupulously as before. Moreover, the invaluable point cloud 
could be obtained by normalization operation (discussed in the section 3.3) by the devised 
system.  

3.2 Preprocessing and Hand Segmentation Based on Depth Information 
Although Kinect sensor has the advantage of rapid imaging and obtaining RGB image and 
depth image simultaneously, unfortunately, the quality of depth image is poor and noisy since 
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it is intended for gesture and body motion recognition purpose. This noise is mainly caused by 
the design of its hardware with IR projector. To hand posture recognition method in this paper, 
obtaining accurate point cloud is crucial to further processing, so we should perform the noise 
reduction firstly. 

Filtering is perhaps the most fundamental operation of image processing and computer 
vision. In the broadest sense of term “filtering”, the value of the filtered image at a given 
location is a function of the values of the input image in a small neighborhood of the same 
location. In reference [13], authors proposed a bilateral filtering for edge-preserving 
smoothing; the generality of bilateral filtering is analogous to that of traditional filtering, 
which called domain filtering. To bilateral filtering, weight coefficient 𝑤 consist of weight of 
spatial domain 𝑤𝑐𝑐 and weight of grey domain 𝑤𝑟,  
 

𝑤 = 𝑤𝑐𝑐 ×𝑤𝑟                                                        (1) 
 
Here, 
 

𝑤𝑐𝑐 = 𝑒𝑥𝑝𝑝 (− (𝑖−𝑥)2+(𝑗−𝑦)2

2𝜎𝑠2
)                                             (2) 

 
𝑤𝑟 = 𝑒𝑥𝑝𝑝 (− (𝐼(𝑖,𝑗)−𝐼(𝑥,𝑦))2

2𝜎𝑟2
)                                             (3) 

Where (𝑖, 𝑗) ∈ 𝛺 is the neighborhood of (𝑥,𝑦), 𝐼(𝑥, 𝑦) indicates the grey value of depth map 
at (𝑥,𝑦); 𝜎𝑐𝑐  and 𝜎𝑟  are standard deviation of Gaussian function, which determine the 
performance of bilateral filtering. Supposing the size of the input image is with 640 × 480; Ω 
is with 11 × 11, frame rate of the input image is 30fps, computer has to perform over 
1.15 × 1010 exponent arithmetic per second; it greatly limits the speed of filtering. As we 
have known the noise range of depth image captured by Kinect sensor is within 3mm, namely 
we regard two pixels as on two depth planes if their depth difference is greater than 3mm when 
the depth values of these two pixels exist.  

We replace (3) with a simple binary function in this paper as 
 

𝑤𝑟 = �
1          |𝐼(𝑥,𝑦) − 𝐼(𝑖, 𝑗)| ≤ 3, 𝐼(𝑥,𝑦) ≠ 0

   0         |𝐼(𝑥,𝑦) − 𝐼(𝑖, 𝑗)| > 3, 𝐼(𝑥,𝑦) ≠ 0                                  (4) 

 
By using formula (2) and (4), the depth information can be effectively obtained and the 

noise also be removed successfully. Moreover, proposed improved bilateral filtering can 
reduce the calculation time greatly. Fig. 2 shows the performance of proposed filtering. 
 
 
 
 
 
 
 
 

 
(a)                                                  (b) 

Fig. 2. Depth noise reduction and smoothing: (a) raw depth map, (b) depth map after preprocessing 
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As we discussed above, before each kind of hand posture recognition algorithm can be 
evaluated effectively the hand needs to be segmented from the input images. As the color 
information is sensitive to lighting conditions, background and shift, in our study color (RGB) 
information cannot be taken into consideration, we expect to create a hand posture recognition 
system that without influence by brightness, shift and highly robust, against the noise. 

A reasonable assumption i to ensure the hand is always the most front body part facing the 
camera, so we either inherit this heuristic rule to pre-processing 3D depth maps to segment 
hand regions based on depth information.   

 Given the point cloud 𝛷 = {𝑝𝑝1,𝑝𝑝2, … ,𝑝𝑝𝑛𝑛}in the world coordinate system, we need to 
extract the points that belong to the user’s hand. We required that during this process, the hand 
will be the closest object to each Kinect sensor. The coordinate of the closest point is written 
as 𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = (𝑋𝑋,𝑌𝑌,𝑍𝑍). The subset 𝛷′ = {ℎ𝑝𝑝1,ℎ𝑝𝑝2, … ,ℎ𝑝𝑝𝑛𝑛} will be searched in Φ for hand 
region, where the following conditions controlled [19]. 

 

⎩
⎪
⎨

⎪
⎧
𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 .𝑋𝑋 ≤ ℎ𝑝𝑝𝑛𝑛 .𝑋𝑋 ≤ 𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 .𝑋𝑋 + 0.15𝑚𝑚

𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 .𝑌𝑌 ≤ ℎ𝑝𝑝𝑛𝑛 .𝑌𝑌 ≤ 𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 .𝑌𝑌 + 0.15𝑚𝑚

𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 .𝑍𝑍 ≤ ℎ𝑝𝑝𝑛𝑛 .𝑍𝑍 ≤ 𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 .𝑍𝑍 + 0.2𝑚𝑚

                                   (5) 

 
The subset of point cloud 𝛷′  is guaranteed to be contained in a box with volume 

0.15*0.15*0.1=0.00125𝑚𝑚3.  The value 0.15 and 0.2 for width, height and depth of the 
bounding box, were determined empirically to ensure it can contain hands of various sizes. 
And we eliminate the forearm part by performing connected component analysis and selecting 
the largest remaining to sub-segment as input to the point cloud registration. The hand 
segmentation results from each sensor are shown in Fig. 3. 

 
 
 
 
 
 
 
 
 

(a)                                                  (b) 
 
 
 
 
 
 
 

 
 

(c)                                                  (d) 

Fig. 3. Hand segmentation results: (a) and (c) are depth images captured from two sensors, (b) 
and (d) are hand region segmentation results. 
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3.3 Hand Posture Recognition Algorithm 
Based on the system we designed, two Kinect sensors can obtain  most of valid depth 
information from two perspectives; the registration of two point cloud subset is to assign 
correspondences between two sets of points and to recover the transformation that maps one 
point set to the other for addressing the issue of rotation and self-occlusion.    

In this study, we leverage probabilistic algorithm for the point set registration from two 
Kinect sensors. Since the posture recognition contains only point cloud templates 
corresponding to the users’ hands shape, we adopt rigid point set registration approach for 
lowering computational complexity and reducing the sensitivity to noise rather than no-rigid 
method [20]. 

Let 𝑋𝑋3×𝑁 = (𝑥1, … , 𝑥𝑁) be the first point set containing N points from sensor 1 and 
𝑌𝑌3×𝑀 = (𝑦1, … ,𝑦𝑀) be the second point set containing M points form sensor 2. We consider 
the points in Y as the GMM centroids, and points in X as the data points generated by the 
GMM. The GMM probability density function is  

 
𝑝𝑝(𝑥) = ∑ 𝑃(𝑚𝑚)𝑝𝑝(𝑥|𝑚𝑚)𝑀

𝑚=1                                                  (6) 
 
where  

 

𝑝𝑝(𝑥|𝑚𝑚) = 1
(2𝜋𝜎2)3 2⁄ 𝑒𝑥𝑝𝑝

−‖𝑥−𝑠𝑅𝑚−𝑡‖2

2𝜎2                                            (7) 
 

Here, s is the scaling factor, R is the rotation matrix and t is the translation vector; 
𝑃(𝑚𝑚) = 1 𝑀⁄  and 𝜎2 is the isotropic covariance. 

In order to estimate s, R and t, we maximize the likelihood function or equivalently minimize 
the negative log-likelihood function as 

 
𝐸(𝑠, 𝑡,𝑅,𝜎2) = −∑ 𝑙𝑜𝑔∑ 𝑃(𝑚𝑚)𝑝𝑝(𝑥𝑛𝑛|𝑚𝑚)𝑀

𝑚=1
𝑁
𝑛𝑛=1                           (8) 

 
Expectation Maximization (EM) algorithm can be used to find these parameters in (8) and 

we use toolbox in [14] for fast implementation. The registration result of point set from two 
sensors is shown in Fig. 4(a~c). 

Furthermore, Least Square Method (LSM) is used to fit this new surface and the normal 
vector of the plane is 𝑛 = (𝑎, 𝑏, 𝑐). We intend to correct the orientation of the surface, namely 
to rotate the fitting surface to parallel to the X-Y plane. This assumes that 𝜑1 is the rotation 
angle around the Y-axis and 𝜑2 is the rotation angle around the X-axis, then 

 
𝜑1 = 𝑎𝑟𝑐𝑡𝑎𝑛 (𝑎

𝑐𝑐
)                                                         (9) 

 
𝜑2 = 𝑎𝑟𝑐𝑡𝑎𝑛 (𝑏

𝑐𝑐
)                                                       (10) 

 
Given one point of the posture point cloud is  𝑝𝑝 = (𝑝𝑝𝑥𝑖, 𝑝𝑝𝑦𝑖 ,𝑝𝑝𝑧𝑖)𝑇 , then the point 

𝑝𝑝′ = (𝑝𝑝𝑥𝑖′,𝑝𝑝𝑦𝑖′,𝑝𝑝𝑧𝑖′)𝑇 after rotation is  
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p′ = �
1 0 0
0 cosφ2 sinφ2
0− sinφ2cosφ2

� �
cosφ10− sinφ1

0 1 0
sinφ10 cosφ1

�p                                  (11) 

 
Fig. 4(d) indicates the normalized hand posture point cloud after rotation. 
 
 
 
 
 
 
 
 

 
 

(a)                                                              (b) 
 

 
 
 
 
 
 
 
 
                                         (c)                                                               (d) 
Fig. 4. Point cloud registration and normalization: (a) point cloud image from sensor1, (b) point 

cloud image from sensor2, (c) point cloud registration result, (d) normalized point cloud using (11). 
 

Through the process above we can obtain a point cloud image, which is robust and 
approximate to front viewed hand posture. Moreover, the obstacle of scale, self-occlusion and 
rotation is relieved, which provides convincing guarantee for the performance of hand posture 
recognition. To determine which class the obtained point cloud falls into, Eq. (8) is utilized 
again to calculate the pair-wise similarity of 𝑝𝑝′ (normalized point cloud image) and 𝐷𝑖 (dataset, 
𝑖 = 10). As σp′

2 (Di) = σ2(p′, D1) reflects the difference between two matching point sets, 
namely, the smaller σ2 is the higher similarity between two point sets. The discrimination 
criterion we set is explained as  
 

𝐶(𝑝𝑝′) = 𝑎𝑟𝑔𝑚𝑚𝑖𝑛𝑖[𝜎𝑝′
2 (𝐷1), … ,𝜎𝑝′

2 (𝐷𝑖), … ,𝜎𝑝′
2 (𝐷10)]                          (12) 

 
As we utilize the accurate reconstruction and classify each point cloud by directly 

matching the normalized point set with the templates of different classes from dataset, which 
can reduce the training time and calculation. 
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4. Experimental Results and Analysis 

The hand posture recognition system we proposed in running on the hardware environment of 
Intel (R) Core (TM) i5 (3.4GHz), two Kinect sensors, GTX 780 (GPU) graphic card and 
software environment of window 7 (64bit) and Visual Studio 2010. GPU acceleration via 
OpenCL is used to reduce the computation time of point cloud registration for real-time 
performance.  

The dataset of hand posture is captured by Kinect sensor and it contains 50 multi-viewed 
point clouds and color information of 10 digit postures (decimal digit from 1 to 10). Five 
volunteers participated in the data collection and each individual performed all the 10 digits 
with the hand posture (See Fig. 5).  

 
 
 
 
 

 

Fig. 5. Examples of hand posture database captured by Kinect sensor on the front 
 
For obtaining 3D point clouds accurately and further processing, it is necessary to perform 

pre-processing firstly. In this paper, an improved bilateral filter is proposed for noise reduction 
and smoothing; coefficients 𝜎𝑐𝑐 and 𝜎𝑟 directly influence the performance of denoising. Based 
on the analysis in section 3.2, weight  𝑤𝑟 is set as 0 when the depth difference is larger than 
3mm, otherwise  𝑤𝑟 is set as 1 and 𝜎𝑐𝑐 is set as 4 in our experiments.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Comparisons of our proposed method with the method of without preprocessing and 
denoising using method in [13] 

 
Compared to original bilateral filter [13], the improved method proposed in this paper 

reduces the computational time to 270ms rather than 1750ms by the former and also reduces 
the depth noise efficiently (See Fig. 2).  For verifying the validity of the proposed noise 
reduction method, we perform the experiments by using the method without preprocessing, by 
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original bilateral filter and by proposed method in this paper, the comparison result is shown 
as Fig. 6. 

Furthermore, we compare the proposed method in this study with the contour-matching 
method [15] and 2D image based HOG features [16] on hand posture dataset, the recognition 
accuracies of three methods based on 100 experiments are shown in Fig. 7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Comparisons of our proposed method with the contour-matching method and 
conventional 2D HOG method 

 
The hand posture recognition performance is further evaluated using confusion matrix as 

shown in Table 1~3, the classification class with the maximum score over the 10 classifiers is 
chosen when classifying an arbitrary posture, which indicated as Eq. (8).  

From these comparisons, the proposed method considerably outperforms the 
contour-matching based method and 2D HOG descriptor. Our method explicitly captures the 
3D surface properties such as folded thumb in palm rather than only used contour information. 
The average accuracy of recognition over the confusion matrix using the proposed method 
reaches 97.35%, which is higher than other two methods. 

 
Table 1. Confusion matrix for contour-matching method 

Class 1 2 3 4 5 6 7 8 9 10 

1 91 5 1 0 0 0 0 1 0 2 

2 7 89 2 0 0 0 2 0 0 0 

3 0 2 93 3 0 0 0 0 2 0 

4 0 0 7 90 3 0 0 0 0 0 

5 0 0 0 5 95 0 0 0 0 0 

6 2 0 0 0 0 96 0 2 0 0 
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7 0 0 0 0 0 0 94 0 2 4 

8 0 5 0 0 0 3 0 92 0 0 

9 2 0 0 0 0 0 0 0 94 4 

10 1 0 0 0 0 0 0 0 0 99 
 

Table 2. Confusion matrix for 2D HOG method 

Class 1 2 3 4 5 6 7 8 9 10 

1 92 2 0 0 0 0 0 0 0 6 

2 5 92 1 0 0 0 0 2 0 0 

3 0 4 94 2 0 0 0 0 0 0 

4 0 0 7 87 6 0 0 0 0 0 

5 0 0 0 8 91 1 0 0 0 0 

6 2 0 0 0 0 90 0 8 0 0 

7 0 0 0 0 0 0 95 0 0 5 

8 3 0 0 0 0 2 0 95 0 0 

9 6 0 0 0 0 0 0 4 85 5 

10 1 0 0 0 0 0 4 0 6 89 

 
Table 3. Confusion matrix for proposed method in this paper 

Class 1 2 3 4 5 6 7 8 9 10 

1 98 0 0 0 0 0 0 0 2 0 

2 1 97 1 0 0 0 0 1 0 0 

3 1 2 96 1 0 0 0 0 0 0 

4 0 0 1 96 3 0 0 0 0 0 

5 0 0 0 0 100 0 0 0 0 0 

6 0 0 0 0 0 96 0 1 0 3 

7 3 0 0 0 0 0 97 0 0 0 

8 2 0 0 0 0 0 0 96 0 2 

9 2 0 0 0 0 0 0 0 97 1 

10 0 0 0 0 0 0 0 0 0 100 
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5. Conclusion 

Hand posture recognition acts a very important role in HCI and it has appealed many efforts 
invested from the research field of computer vision in recent decades for its strong potential in 
numerous applications. However, hand gesture recognition is still a challenging work due to 
the wide range of poses and considerable intra-class variations, scaling, viewpoint change and 
hand articulations. It is unable to achieve the satisfactory effect depends on just color 
information. 

In this paper, we proposed a hand posture recognition approach based on multi-viewed 3D 
point cloud, which explicitly used the sufficient 3D information conveyed by the depth maps 
and made users’ operation more freely. Unless using 2D descriptor, sufficient 3D information 
can be obtained after point registration, which can get rid of the obstruction of self-occlusion 
and rotation. Moreover, we utilize the accurate reconstruction and classify each point cloud by 
directly matching the normalized point set with the templates of different classes from dataset, 
which can reduce the training time and calculation. Experimental results based on posture 
dataset captured by Kinect sensors (from digit 1 to 10) demonstrate the effectiveness of the 
proposed method.   

Additionally, we would like to expand our hand posture recognition system in order to 
accommodate more challenging postures from other domains in future work.   
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