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Abstract 

 
In many Radio Frequency Identification (RFID) applications, the reader recognizes the tags 
within its scope repeatedly. For these applications, some algorithms such as the adaptive query 
splitting algorithm (AQS) and the novel semi-blocking AQS (SBA) were proposed. In these 
algorithms, a staying tag retransmits its ID to the reader to be identified, even though the ID of 
the tag is stored in the reader’s memory. When the length of tag ID is long, the reader 
consumes a long time to identify the staying tags. To overcome this deficiency, we propose a 
slot allocated blocking anti-collision algorithm (SABA). In SABA, the reader assigns a unique 
slot to each tag in its range by using a slot allocation mechanism. Based on the allocated slot, 
each staying tag only replies a short data to the reader in the identification process. As a result, 
the amount of data transmitted by the staying tags is reduced greatly and the identification rate 
of the reader is improved effectively. The identification rate and the data amount transmitted 
by tags of SABA are analyzed theoretically and verified by various simulations. The 
simulation and analysis results show that the performance of SABA is superior to the existing 
algorithms significantly. 
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1. Introduction 

Radio Frequency Identification (RFID) is a wireless communication technology [1-3]. The 
traditional bar code technology will be replaced by the RFID technology. The main 
components of the RFID system are a reader and tags. In the RFID systems, when multiple 
tags transmit data to the reader simultaneously, the collisions between these tags will result in 
that the reader cannot identify the tags correctly. The collision tags need to retransmit their IDs 
to the reader, which will increase the identification delay of the RFID system. Therefore, 
effective anti-collision algorithms must be proposed to solve the problem of collision. 

The anti-collision algorithms in the RFID system can be classified into aloha-based [2] and 
tree-based [3]. In the aloha-based algorithms, a tag may not be identified by the reader for a 
long time which is the so-called tag starvation problem. Tree-based algorithms do not have the 
tag starvation problem. The principle of the tree-based algorithms is that the reader continuous 
divides the tags into two subsets until a subset only contains one tag. Tree-based algorithms 
can be further classified into binary tree (BT) based [4-8] and query tree (QT) based [9-12]. 
The QT based algorithms are much simpler than the BT based algorithms, and we mainly 
focus on the QT based algorithms in this paper. 

In many RFID applications, the reader needs to identify the tags in its scope repeatedly. For 
example, in a supermarket, some goods may be taken away or back by consumers, the 
manager needs to know the real-time quantities of different things. For another instance, in an 
exhibition, the organizers want to get the real-time number of visitors in each showroom. For 
these applications, some algorithms such as the adaptive query splitting algorithm (AQS) [11] 
and the novel semi-blocking AQS (SBA) [12] were proposed. In these methods, all staying 
tags retransmit their IDs to the reader to be identified. When the length of tag ID is long, the 
retransmitting of the IDs will lengthen the identification delay of the reader. However, when 
the reader recognizes the tags in its range repeatedly, the IDs of all the staying tags are stored 
in its memory. The reader can verify the existence of the staying tags to realize recognition.  

In this paper, we propose a slot allocated blocking anti-collision algorithm (SABA) to 
identify the staying tags rapidly. In SABA, the reader allocates a unique slot which can be 
taken as temporary ID (TID) for each tag. The length of the TID is much shorter than the 
length of tag ID. A staying tag only replies its TID to the reader to be identified. Thus, the 
identification rate of the reader is improved significantly. We analyze the identification rate 
and the amount of bits transmitted by tags of SABA. We also compare SABA with existing 
methods through various simulations. The simulation and analytic results show that SABA 
outperforms the existing algorithms in many situations. 

The rest of the paper is organized as follows: Section 2 describes the link-timing of the 
RFID system. Section 3 describes the related works and their limitations. The proposed SABA 
is described in Section 4. Section 5 is the analysis of SABA. Simulations and discussions are 
contained in Section 6. Finally, Section 7 summarizes the full text. 

2. The Link-Timing of the RFID System 
Here, we define two terms which are round and slot. A round is the time from a reader begins 
to identify the tags in its scope to the reader recognizes all the tags. The i-th round can be 
written as Ti. A slot is the time from a reader begins to send a command to the ending of the 
following tags’ response. A round consists of a few or many slots. According to the number of 
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tags that reply in a slot, the slot can be collision, success or idle which means more than one 
tags, only one tag or no tag are contained in the slot, respectively. The durations of the three 
types of slot are different, as shown in Fig. 1. 

Success slot:

Idle slot:

Reader 
command

Tag reply success Reader 
command

Reader 
command

Reader 
command

T3

T2T1 Ts

Collision slot:

Reader 
command

Tag reply collision Reader 
command

T2T1 Tc Tr

 
Fig. 1. The link-timing of the RFID system 

 
In Fig. 1, T1 means the time from the end of a reader command to the start of the following 

tag response. T2 means the time from the end of a tag response to the start of the next reader 
command. T3 means the time between the reader’s two commands when no tag replies. Tr is 
the duration of a reader’s command. Ts is the duration of a successful response of a tag. Tc is 
the duration of a collision response of tags. In QT, Ts and Tc are equal. According to the 
link-timing in Fig. 1, the identification rate f(n) of a reader can be expressed as: 
 

𝑓(𝑛) = 𝑛
𝑁1𝑇1+𝑁2𝑇2+𝑁3𝑇3+𝑁𝑐𝑇𝑐+𝑁𝑠𝑇𝑠+∑ 𝑇𝑟𝑖

𝑁𝑟
𝑖=1

     (1) 
 

where, n means that the number of tags within the scope of the reader. N1, N2, N3, Nc and Ns are 
the numbers of T1, T2, T3, Tc and Ts, respectively. In QT-based algorithms, the length of a 
reader command will change with the depth of the query tree. Nr represents the total number of 
reader commands. The total time of all the reader commands is ∑ 𝑇𝑟𝑖

𝑁𝑟
𝑖=1 , where Tri is the 

duration of the i-th reader command. 
In the RFID system, the length of tag ID may be very long. According to the international 

standard 18000-6C [1], the tag ID length can be up to 496 bits. In this case, the tags will spend 
a long time in transmitting their IDs. If we can reduce the data amount transmitted by tags in 
the identification process, the identification rate of a reader will be improved.  

3. Related Works and Their Limitations 

3.1 The Query Tree Algorithm (QT) 
In QT [10], the reader maintains a tag ID prefix set Q which is a last in first out (LIFO) 
memory. The initial values of Q are {0, 1}. At the beginning of a round, the reader sends a 
query command with a parameter q which is popped from Q. When receiving the command, 
the tag whose ID matches with q will reply its ID to the reader. If the tags’ responses are 
collision, then the reader stores two prefixes which are q0 and q1 to Q. If the tag’s response is 
success or idle, the reader checks whether Q is empty or not, if yes, then the current round is 
complete, and if not, the reader transmits another query command with a parameter q which is 
popped from Q. This process is continued until the set Q is empty. 
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In the next round, the reader in QT adopts the same operations to recognize all the tags in 
its scope. If many tags stay in its range, the reader cannot identify the staying tags rapidly. 

3.2 The Adaptive Query Splitting Algorithm (AQS) 
AQS [11] is improved from QT to prevent the collisions of staying tags. In AQS, the reader 
stores two stacks which are Q and CQ. The definition of Q is the same as in QT. The stack CQ 
stores the prefixes of all the success and idle slots in the previous round. In the beginning of the 
current round, the reader copies all the elements from CQ to Q, and then it identifies all the 
tags as the same operations of QT. Thus, the collisions of staying tags can be prevented and all 
the arriving tags can also be recognized by the reader in the current round. 

AQS can avoid collisions of staying tags, but it still has two shortcomings. First, AQS 
cannot prevent the collisions between the staying tags and arriving tags. Second, all the staying 
tags retransmit their IDs to the reader in the current round. 

3.3 The Novel Semi-Blocking AQS (SBA) 
A SBA [12] reader stores two stacks which are Q and CQ. The definition of Q is the same as in 
AQS. The stack CQ only stores the prefixes of all the success slots in the previous round. The 
identification process of SBA can be divided into two phases. All the staying tags and a small 
amount of arriving tags are recognized in the first phase. The rest of arriving tags are identified 
in the second phase. The procedure of SBA can be described as follows. In the first phase, the 
reader sends the first-phase command with P, where P is the probability that the arriving tags 
reply in the first phase. When receiving the command, each staying tag sets its isResponsible 
to 1 and each arriving tag generates a random probability Pt from 0 to 1. If an arriving tag’s Pt 
is less than P, the arriving tag sets its isResponsible to 1. The arriving tags with Pt≥P set their 
isResponsible to 0. Then the reader recognizes all the tags whose isResponsible is 1. At the end 
of the first phase, the reader can identify all staying tags and a few arriving tags. Based on the 
number of arriving tags replied in the first phase and the probability P, the reader can estimate 
the number of the rest arriving tags which is NewEst. According to the estimation value, the 
reader generates NewEst prefixes and stores them to Q. In the second phase, the reader sends 
the second-phase command. When receiving the command, the tags which are identified by 
the reader set their isResponsible to 0 and the other tags set their isResponsible to 1. Then the 
reader identifies the rest of arriving tags as the same operations of QT. 

In SBA, all the staying tags retransmit their IDs to the reader to be identified even though 
the IDs of these tags are stored in the reader’s memory. When the length of tag ID is long, the 
reader needs a long time to recognize the staying tags. 

3.4 Other Related Works 
The couple-resolution blocking protocol (CRB) and the enhanced couple-resolution blocking 
protocol (ECRB) [13] are two other blocking methods which can be used to solve the problem 
considered in this paper. In CRB and ECRB, staying tags and arriving tags reply to the reader 
in different phases. The reader can identify two staying tags in a slot in the two algorithms. 
However, when the communication channel between the reader and tags is not ideal, the 
reader cannot distinguish a receiving error caused by the tag collision from the noise 
interference. Thus, CRB and ECRB cannot be used in an error-prone environment. Besides the 
QT-based algorithms mentioned above, some BT-based method [6, 8, 14] were also proposed 
to solve the tag re-identify problem in this paper. However, all these methods still require 
staying tags to retransmit their IDs to the reader.  
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In aloha-based protocols, there are also some works on improving identification efficiency 
by avoiding re-identifying staying tags [15-16]. Liu et al. [15] proposed three algorithms 
which were the basic unknown tag identification protocol (BUIP), the single-pairing unknown 
tag identification protocol (SUIP) and the multi-pairing unknown tag identification protocol 
(MUIP). In BUIP, SUIP and MUIP, staying tags and arriving tags are called known tags and 
unknown tags, respectively. As the reader has stored all known tags’ IDs, through a specific 
hash function and random seed, the reader can predict which slot a known tag will reply. In 
these protocols, each staying tag only replies a short data to the reader to be identified. Thus, 
the data amount transmitted by tags is reduced and the efficiency of the reader is improved. 
However, known tags and unknown tags may collide with each other in BUIP, SUIP and 
MUIP. As a result, the collisions will increase the identification delay of the reader when 
identifying known tags. To recognize arriving tags effectively, the filtering-based unknown 
tag identification (FUTI) protocol and the interactive filtering-based unknown tag 
identification (IFUTI) protocol were proposed in [16]. In FUTI and IFUTI, the reader first 
labels unknown tags with an accuracy of at least α, then the reader adopts EDFSA algorithm 
[17] to identify the labeled tags. FUTI and IFUTI are blocking methods, in which the 
collisions between known tags and unknown tags are prevented. The characteristic of FUTI 
and IFUTI is that the reader only identifies unknown tags with a given accuracy α, which 
means that the two methods cannot guarantee complete recognition of unknown tags. 

The polling problem of tags is also an important aspect of RFID applications. There are 
many existing researches [18-20] which focus on the polling problem in RFID systems. 
However, the polling problem is essentially different from the problem considered in this 
paper. The reasons are as follows. First, in the polling protocols for tag identification, the tags 
covered by the reader are stable for a long time, which means no tag leaves and no tag arrives, 
such as [18] which studies the missing-tag problem of the RFID system. The intent of [19] is to 
design efficient protocols to collect sensor-produced information from tags. The work of [20] 
studies how to design efficient protocols to collect information from a part of tags in a large 
RFID system. Second, the methods [18-20] were proposed to identify active tags, thus, the 
energy consumption and the execution time are two important factors considered by these 
protocols. However, the proposed SABA is mainly intended to identify passive tags. 

4. The Proposed Algorithm 
We propose a slot allocated blocking anti-collision algorithm (SABA) to reduce the data 
amount transmitted by staying tags. In SABA, a slot allocation mechanism is adopted and each 
staying tag only replies a short data to the reader to be identified. To make SABA work 
effectively, two assumptions are adopted as follows. 1) The tag is writable and is able to keep 
data even if it loses power for a short while. 2) In each round, the number of leaving tags is not 
too large compared to the number of staying tags. 

A grouping method can be used to improve the efficiency of an anti-collision algorithm [5]. 
We divide n arriving tags into n groups. We use the following method to estimate the number 
of arriving tags: 

 

𝑛𝑒𝑤𝑒𝑠𝑡𝑖+1 = (1 − 𝑧) ∙ 𝑛𝑒𝑤𝑐𝑜𝑢𝑛𝑡𝑖 + 𝑧 ∙ 𝑛𝑒𝑤𝑒𝑠𝑡𝑖          (2) 
 

where 𝑛𝑒𝑤𝑐𝑜𝑢𝑛𝑡𝑖 and 𝑛𝑒𝑤𝑒𝑠𝑡𝑖 are the real and estimation number of arriving tags in the 
previous round, while 1-z and z are weight coefficients. 
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4.1 Slot Allocation Mechanism 
When identifying the arriving tags, the SABA reader allocates a unique slot which can be 
taken as temporary ID (TID) to each arriving tag. A SABA tag maintains a parameter to store 
its TID. If an arriving tag stays in the scope of a reader in the next round, the reader can 
identify the tag by using the TID. When identifying the arriving tags, besides the prefix of tag 
ID, the reader should also take an allocated slot as one of the parameters of its query command. 
When receiving a query command from the reader, the arriving tag whose ID matches with the 
prefix will reply its ID to the reader, and then it sets its TID as the allocated slot. The SABA 
reader stores a 2-dimensional (2D) table QS. The first line of QS is TIDs of tags and the second 
line contains the IDs of tags. In the process of identification, if the reader receives an arriving 
tag’s reply correctly, the reader stores the allocated slot and the arriving tag’s ID to QS. In 
addition to QS, the SABA reader also maintains a stack QC. When a tag leaves from the range 
of its associated reader, the reader deletes the TID and ID of the tag from QS and stores the 
TID of the tag to QC. A SABA reader should allocate the slots (TIDs) in QC firstly to arriving 
tags. If QC is empty, the reader assigns slots to arriving tags incrementally. 

4.2 Identification of Staying Tags 
When a reader recognizes the tags in its scope repeatedly, the reader has stored the IDs of the 
staying tags in the previous round. Thus, the reader can verify the existence of the staying tags 
rather than let them return their whole IDs. When the tag ID is long, the transmission of tag ID 
means more time consumption. Based on the slot allocation mechanism, each staying tag 
stores a unique TID. The reader can send a queryrep command with an allocated slot. After 
receiving the command, the staying tag, whose TID matches with the command’s parameter, 
replies its TID to the reader. When the reader receives the response, it determines that the 
staying tag which associates with the allocated slot is still in its range. From the identification 
process of staying tags, we can get that the length of data each staying tag replies to the reader 
is short. The amount of data transmitted by staying tags is reduced significantly. If no tag 
replies to the reader’s queryrep command, the reader can get that the tag leaves, and then the 
reader deletes the TID and ID of the staying tag from QS and stores the TID to QC. 

4.3 The Procedure of SABA 
In SABA, the ID of a reader is rRID and each staying tag stores a tRID which is the ID of its 
associated reader. When a tag leaves from the reader’s range, the tag resets its tRID to 0. The 
pseudo-code of SABA is shown in Fig. 2. Fig. 2(a) and (b) are operations of the reader and the 
tag, respectively.  

At the start of the current round, the reader sets newcounti+1 to 0 and estimates the number of 
arriving tags, as shown in lines 1-2 of Fig. 2(a). The identification process of the reader can be 
divided into two phases. The first phase identifies the staying tags as shown in lines 5-13 of 
Fig. 2(a). The number of slots that a reader consumes to identify the staying tags is the number 
of elements in QS, i.e. length(QS) which is stored in the parameter length_QS as shown in line 
3 of Fig. 2(a). QS is copied to a table QS_temp before the first phase as shown in line 4 of Fig. 
2(a). In order to identify a staying tag, the reader sends a queryrep command with rRID and 
Slot_S, where Slot_S is the TID of the staying tag that the reader wants to identify. When 
receiving the command, each tag compares its tRID to rRID, and the tag takes itself as a 
staying tag if the result is match, the tag is an arriving tag if the result is not match. Each 
staying tag compares its TID to Slot_S. If the result is match, the tag replies its TID to the 
reader as shown in line 4 of Fig. 2(b). The other tags do not reply to the queryrep command. In 
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the first phase, if no staying tag replies to the reader’s queryrep command, which means that 
the staying tag leaves, the reader stores the Slot_S to QC, deletes the TID which equals Slot_S 
and ID of the staying tag from QS, as shown in lines 10-11 of Fig. 2(a). 

/* Tag operations */
1.   Receive a command m from the reader
2.   if m is a queryrep with rRID and Slot_S then
3.       if tRID==rRID and TID==Slot_S then
4.           Transmit TID
5.       end if
6.   end if 
7.   if m is a query with rRID, Slot_A and q then
8.       if tRID!=rRID and prefix(ID) == q then
9.           Transmit ID
10.         TID = Slot_A
11.     end if
12. end if
13. if m is a terminating with rRID then
14.     tRID = rRID
15. end if

/* Reader operations */
1.   newcounti+1 =0
2.   newesti+1 = (1-z)*newcounti + z*newesti
3.   length_QS = length(QS)
4.   QS_temp = QS
5.   for i = 1:length_QS
6.       Set Slot_S as the i-th TID of QS_temp
7.       Transmit a queryrep with rRID and Slot_S
8.       Receive tag responses and check results
9.       if no tag replies then
10.         Push(QC,Slot_S)
11.         Delete the TID and ID from QS
12.     end if
13. end for
14. QC = SetOrder(QC)
15. Slot_A = NextAllocatedSlot()
16. Q = QueryInsertion(newesti+1)
17. while Q != NULL do
18.     q = pop(Q)
19.     Transmit a query with rRID, Slot_A and q
20.     Receive tag responses and check results
21.     if tag collision then
22.         push(Q,q0)
23.         push(Q,q1)
24.     else
25.         if only one tag response then
26.             Store the Slot_A and ID to QS
27.             Slot_A = NextAllocatedSlot()
28.             newcounti+1 = newcounti+1 + 1
29.         end if
30.     end if
31. end while
32. Transmit a terminating with rRID

(b)(a) 
 

Fig. 2. The pseudo-code of SABA 
 

After the reader recognizes all the staying tags, the second phase starts. When assigning 
slots to the arriving tags, the reader should follow the order from small to large, so the reader 
sorts all the elements of QC into an ascending order, as the SetOrder() function in line 14 of 
Fig. 2(a). Before identifying arriving tags, the reader determines the value of the next 
allocation slot which is Slot_A as shown in line 15 of Fig. 2(a). The value of Slot_A is 
determined by the function NextAllocatedSlot(). The operations of the function are as follows: 
The reader first checks whether QC is empty or not, if QC is not empty, then the reader pops an 
element from QC to Slot_A. If QC is empty, the reader judges whether QS is empty or not; if 
QS is not empty, the reader sets Slot_A to the maximal value of TIDs in QS adds 1, i.e. 
max[QS(TID)]+1; if QS is empty, the reader sets Slot_A to 1. 

When identifying the arriving tags, the reader uses the estimated value newesti+1 and 
QueryInsertion() function to generate newesti+1 prefixes and stores the prefixes to Q, i.e. 
Q=QueryInsertion(newesti+1). If the value of newesti+1 is 0, then QueryInsertion(0) returns {0, 
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1}. In order to identify the arriving tags, the reader sends a query command with rRID, Slot_A 
and q, where q is popped from Q. All the staying tags do not reply to the query command. If the 
ID of an arriving tag (tRID!=rRID) matches with q, the arriving tag replies its ID to the reader 
and sets its TID to Slot_A as shown in lines 9-10 of Fig. 2(b). In the identification process of 
arriving tags, if the reader detects that the responses of the arriving tags are collision, it takes 
the same manner as QT to solve the collision, i.e. the reader increases the current prefix q to 
{q0, q1} and saves them to Q, as shown in lines 22-23 of Fig. 2(a). If the reader receives the 
response of an arriving tag correctly, it stores the TID (Slot_A) and ID of the arriving tag to QS, 
generates a new Slot_A and adds newcounti+1 by 1 as shown in lines 26-28 of Fig. 2(a). When 
Q becomes empty, indicating that all the arriving tags have been identified, the reader sends a 
terminating command with rRID. After receiving the terminating command, all the tags set 
their tRID to rRID, as shown in line 14 of Fig. 2(b). 

4.4 An Example of SABA 
Fig. 3 shows a specific example of SABA. Fig. 3(a) shows the query tree of Ti+1. Assume that 
4 tags which are tag A, B, C and D are in the scope of the reader in round Ti. The TIDs of these 
tags are TID(A)=1, TID(B)=2, TID(C)=3 and TID(D)=4, respectively. The tRIDs of these tags 
equal rRID. In round Ti+1, tag C leaves, tag E and F arrive. The tRIDs of tag E and F are 0. 
Assume that IDs of tag E and F are 0101 and 1010, respectively.  

Before the reader sends commands, it estimates the number of arriving tags. We set the 
weight z to 0.5. The reader can get the estimated number of arriving tags 
newesti+1=0.5*4+0.5*0=2. Thus, the reader generates two prefixes {0, 1} and stores them to Q. 
In the following, we describe the procedure of Ti+1 slot by slot as shown in Fig. 3(b). 

Slot 1: The reader sends a queryrep command with rRID and 1. After receiving the 
command, as the tRID and TID of tag A equal rRID and 1, respectively, tag A returns its TID 
to the reader. The other tags do not respond to the reader. After the reader receives the 
response of tag A, it determines that the tag is still within its scope. 

Slot 2: The reader transmits a queryrep command with rRID and 2. Upon receiving the 
command, tag B replies its TID to the reader. The other tags do not reply to the reader. After 
the reader receives the response of tag B, it can also determine that the tag is still within its 
range. 

Slot 3: The reader sends a queryrep command with rRID and 3. Since tag C leaves, no tag 
replies to the reader after receiving the command. As the reader cannot detect response from 
the staying tag, it determines that the tag leaves. Then, the reader removes the TID which 
equals 3 and tag C’ID from QS and saves 3 to QC. 

Slot 4: The reader sends a queryrep command with rRID and 4. Upon receiving the 
command, tag D replies its TID to the reader. The other tags do not reply to the reader. After 
the reader receives the response of tag D, it determines that the tag is still within its range. 

Slot 5: The reader sends a query command with rRID, 3 and “0” to identify arriving tags. 
After receiving this command, tag A, B and D do not reply. Because the tRID of tag E is not 
equal to rRID and the ID of tag E matches with “0” (the prefix in the reader’s command), tag E 
replies its ID to the reader. The ID of tag F does not match with “0”, so tag F does not reply to 
the reader. After sending its ID, tag E sets its TID to 3 (the slot in the reader’s command). 
When receiving the ID of tag E, the reader stores 3 and tag E’ID to QS. 

Slot 6: The reader sends a query command with rRID, 5 and “1”. After receiving this 
command, tag F returns its ID to the reader and sets its TID to 5. The other tags do not respond. 
When receiving the ID of tag F, the reader stores 5 and tag F’ID to QS. 

Slot 7: As Q is empty, the reader sends a terminating command with rRID. After receiving 
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the command, tag A, B and D remain their tRIDs unchanged, tag E and F set their tRIDs to 
rRID. 

A B C D

E FTID:1 TID:2 TID:3 TID:4

The first phase: The second phase:

Staying Leaving Arriving Virtual

0 1

(a) The query tree in Ti+1

Slot Reader command Tag responses QS QC

1 Queryrep with 
rRID and 1 TID(A)

1
ID(A)

2
ID(B)

3
ID(C)

4
ID(D) Null

2 Queryrep with 
rRID and 2 TID(B)

1
ID(A)

2
ID(B)

3
ID(C)

4
ID(D) Null

3 Queryrep with 
rRID and 3 -

1
ID(A)

2
ID(B)

4
ID(D) 3

4 Queryrep with 
rRID and 4 TID(D)

1
ID(A)

2
ID(B)

4
ID(D) 3

5
Query with 

rRID, 3 and “0” ID(E)
1

ID(A)
2

ID(B)
3

ID(E)
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Fig. 3. An example of SABA 

5. Performance Analyses 
In this section, we analyze the identification rate of SABA in Ti+1 after the completion of Ti. 
The number of tags in Ti is n. In Ti+1, the number of arriving tags and leaving tags are 𝛼 and 𝛽, 
respectively. According to the link-timing in Section 2, we need to get the numbers of three 
types of slots to calculate the identification rate of SABA. In SABA, the staying tags and 
arriving tags are identified in the first and second phase, respectively. 

Let DSS(Ti+1|Ti) and DSI(Ti+1|Ti) be the number of success and idle slots which a reader 
consumes to identify the staying tags, respectively. We can easily obtain that DSS(Ti+1|Ti)=n-𝛽 and DSI(Ti+1|Ti)=𝛽. 

In the second phase of SABA, the reader estimates the number of arriving tags. Let  𝛼� be the 
estimation value of 𝛼, all the arriving tags are divided into 𝛼� groups to be identified. Let 
DA(Ti+1|Ti) represent the total number of slots consumed by the reader to identify all the 
arriving tags. D*

A(Ti+1|Ti) denotes the optimal DA(Ti+1|Ti). 
Theorem: 

𝐷𝐴∗(𝑇𝑖+1|𝑇𝑖) = 𝛼∑ �𝛼𝑥�
𝛼
𝑥=0 �1

𝛼
�
𝑥
�1 − 1

𝛼
�
𝛼−𝑥

𝐷𝑄𝑇(𝑥) + 1   (3) 
where DQT(x) is the number of slots a reader consumes to identify x arriving tags by using QT, 
which is expressed as follows [11]: 
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𝐷𝑄𝑇(𝑥) = 1 +∑ 2𝑖+1 �1 − �1 − 1
2𝑖
�
𝑥
− 𝑥 1

2𝑖
�1 − 1

2𝑖
�
𝑥−1

�∞
𝑖=1    (4) 

Proof:  
The reader uses the estimation value to divide all the arriving tags into 𝛼� groups. For a 

specific group, the probability that x tags select the group is expressed as follows: 
𝑃(𝑥) = �𝛼𝑥� �

1
𝛼�
�
𝑥
�1 − 1

𝛼�
�
𝛼−𝑥

    (5) 
The arriving tags in a group are identified by the reader as the same operations in QT. The 

reader sends a terminating command after identifying all the arriving tags, so the expression of 
DA(Ti+1|Ti) can be as follows: 

𝐷𝐴(𝑇𝑖+1|𝑇𝑖) = 𝛼� ∑ �𝛼𝑥� �
1
𝛼�
�
𝑥
�1 − 1

𝛼�
�
𝛼−𝑥

𝛼
𝑥=0 𝐷𝑄𝑇(𝑥) + 1  (6) 

If the reader can estimate the number of arriving tags accurately, the estimation value 𝛼� can 
be replaced by the real value 𝛼. 

Proof ends. 
To calculate the identification rate, we need to get the numbers of collision slots, success 

slots and idle slots when the reader identifies the arriving tags. In the second phase, the tags 
reply their IDs to the reader in collision or successful slots. Therefore, the success and 
collision slots have the same duration. 

DQT(x) can also be expressed as: 
𝐷𝑄𝑇(𝑥) = 𝐼𝑄𝑇(𝑥) + 𝐶𝑄𝑇(𝑥) + 𝑆𝑄𝑇(𝑥)    (7) 

where IQT(x), CQT(x) and SQT(x) denote the number of idle slots, collision slots and success slots, 
respectively. The value of SQT(x) is x. The value of CQT(x) can be expressed as: 

𝐶𝑄𝑇(𝑥) = ∑ 𝐶𝑄𝑇(𝑥,𝑑)∞
𝑑=1      (8) 

where CQT(x, d) represents the number of collision slots in depth d of CQT(x). The total number 
of slots in depth d is 2d. The number of idle slots and success slots in depth d are IQT(x, d) and 
SQT(x, d), respectively, which can be expressed as: 

𝐼𝑄𝑇(𝑥,𝑑) = 2𝑑 �1 − 1
2𝑑
�
𝑥
     (9) 

𝑆𝑄𝑇(𝑥,𝑑) = 𝑥 �1 − 1
2𝑑
�
𝑥−1

     (10) 
Then, CQT(x, d) can be further expressed as: 

𝐶𝑄𝑇(𝑥,𝑑) = 2𝑑 �1− �1 − 1
2𝑑
�
𝑥
− 𝑥 1

2𝑑
�1 − 1

2𝑑
�
𝑥−1

�   (11) 
Let CSQT(x) be the sum of collision slots and success slots in DQT(x), and then we have: 

𝐶𝑆𝑄𝑇(𝑥) = ∑ 2𝑑 �1 − �1 − 1
2𝑑
�
𝑥
− 𝑥 1

2𝑑
�1 − 1

2𝑑
�
𝑥−1

�∞
𝑑=1 + 𝑥          (12) 

The number of idle slots IQT(x) in DQT(x) can be shown as: 
𝐼𝑄𝑇(𝑥) = 𝐷𝑄𝑇(𝑥)− 𝐶𝑆𝑄𝑇(𝑥)     (13) 

Let DAI(Ti+1|Ti) and DACS(Ti+1|Ti) be the number of idle slots and collision or success slots in 
the second phase of SABA, which can be expressed as: 

𝐷𝐴𝐼(𝑇𝑖+1|𝑇𝑖) = 𝛼∑ �𝛼𝑥�
𝛼
𝑥=0 �1

𝛼
�
𝑥
�1 − 1

𝛼
�
𝛼−𝑥

𝐼𝑄𝑇(𝑥) + 1  (14) 

𝐷𝐴𝐶𝑆(𝑇𝑖+1|𝑇𝑖) = 𝛼∑ �𝛼𝑥�
𝛼
𝑥=0 �1

𝛼
�
𝑥
�1 − 1

𝛼
�
𝛼−𝑥

𝐶𝑆𝑄𝑇(𝑥)  (15) 
Based on the link-timing in Section 2, the identification rate of SABA can be expressed as: 
𝑓𝑆𝐴𝐵𝐴(𝑇𝑖+1|𝑇𝑖) = 𝑛−𝛽+𝛼

𝛥1∙𝐷𝑆𝑆(𝑇𝑖+1|𝑇𝑖)+𝛥2∙𝐷𝑆𝐼(𝑇𝑖+1|𝑇𝑖)+𝛥3∙𝐷𝐴𝐼(𝑇𝑖+1|𝑇𝑖)+𝛥4∙𝐷𝐴𝐶𝑆(𝑇𝑖+1|𝑇𝑖)
  (16) 

where 𝛥1 = 𝑇𝑟𝑠 + 𝑇1 + 𝑇𝑠 + 𝑇2 ,  𝛥2 = 𝑇𝑟𝑠 + 𝑇3 , 𝛥3 = 𝑇𝑟𝑎 + 𝑇3  and 𝛥4 = 𝑇𝑟𝑎 + 𝑇1 + 𝑇𝐿 +
𝑇2. Trs denotes the time of a reader command when the reader identifies the staying tags. Tra 
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denotes the time of a reader command when the reader identifies the arriving tags. Ts means 
the time a tag transmits its TID. TL represents the time a tag transmits its ID. T1, T2 and T3 have 
the same definitions as in Fig. 1. 

According to the value of DSS(Ti+1|Ti) and DACS(Ti+1|Ti), we can get the theoretical amount of 
data transmitted by tags which is DSS(Ti+1|Ti)•LTID+DACS(Ti+1|Ti)•LID, where LTID and LID are the 
length of TID and ID, respectively. 

6. Simulations and Discussions 
In this section, we analyze the performance of SABA by comparing it with AQS [11], SBA [12] 
and MUIP [15]. QT is not considered, because the performance of QT is even much poorer 
than AQS. When QT is considered, the lines of the other algorithms will be compressed to a 
small space. A couple-resolution blocking technology is used in CRB and ECRB [13], which 
means two staying tags transmit their IDs to the reader in a slot. However, when the wireless 
channel is not ideal, the recognition result of CRB and ECRB becomes unreliable. Therefore, 
we do not compare SABA with CRB and ECRB. In aloha-based methods, MUIP has better 
performance than BUIP and SUIP, so we consider MUIP here. We do not consider FUTI and 
IFUTI [16] for two reasons. First, the two methods only identify arriving tags covered by the 
reader. Second, arriving tags cannot be recognized by the reader completely. Two metrics 
which are identification rate and data amount transmitted by tags are considered to evaluate 
the performance of the above algorithms. The identification rate is defined as the number of 
tags a reader can recognize in one second, which is the most essential performance of an 
anti-collision algorithm. Less amount of data transfer in tags means shorter signal 
transmission time, so the data amount transmitted by tags is also an important character we 
considered in all the simulations. 

According to 18000-6C [1], both the reader command and the tag response contain a 
required length of preamble. The length of preamble is set to 6. In all the algorithms, the length 
of reader command code is set to 8. Based on 18000-6C, we set the bit rate of reader command 
and tag data to 120 kbps and 80 kbps, respectively. According to the tag data rate, in the 
link-timing in Section 2, we set T1, T2 and T3 to 125 µs, 37.5 µs and 187.5 µs, respectively. 
Particularly, the length of reader ID is set to 8 and the length of TID is set to 16 in SABA. In all 
simulations, we assume that tag ID is distributed uniformly. This assumption can help us to 
analyze the average performance of all the algorithms, which is very common in previous 
studies [11-12].  

In SBA, the value of the probability P is set to 0.1 or 0.2 and this setting is also adopted in 
[12]. For MUIP, to depict the best performance of this algorithm, we adopt the following 
assumptions. Firstly, the frame length is set to the sum number of arriving tags and staying tags. 
Secondly, all staying tags are dispersed to singleton slots. Finally, the reader can estimate the 
number of arriving tags perfectly when identifying arriving tags. What’s more, the length of 
tag’s short reply is set to 16 in MUIP. 

In SABA, we consider the effects of different estimation errors of the arriving tags’ number 
on the algorithm’s performance. Let the estimated error be e, which can be defined as 
𝑒 = (𝛾� − 𝛾)/𝛾, where, 𝛾� denotes the estimation number of arriving tags, 𝛾 indicates the real 
number of arriving tags. We consider three cases which are e=0, e=0.2 and e=-0.2 in all the 
simulations. 

Although the algorithms which are SABA, AQS, SBA and MUIP can be applied in an 
error-prone environment, for simplicity, we still assume the communication channel between 
the reader and tags is perfect. 
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We first study the effects of different numbers of arriving tags and staying tags on the 
identification rate and data amount transmitted by tags of SABA and other methods. The 
numbers of arriving tags and staying tags are depicted by the arriving ratio ra and staying ratio 
rs. Assuming that the number of tags in the simulation environment is N and the number of tags 
in round Ti is |Ti|, then in round Ti+1, ra is defined as the ratio of the number of arriving tags to 
N-|Ti| and rs is defined as the ratio of the number of staying tags to |Ti|. The number of tags that 
the reader should identify in Ti+1 is |Ti|•rs+(N-|Ti|)•ra. Then, we examine the effects of changes 
in the tag ID length and tag size N on the performance of these algorithms. To get the average 
results, we repeat every simulation 200 times. 

6.1 Impact of Arriving Tags 
The experiment parameters are set as follows: N is 200, |Ti| is set to 100, the length of tag ID is 
128 bits, rs is 1 and ra changes from 0.1 to 1. The tag ID length is commonly used in the 
practical environment. Fig. 4 shows the simulation results. 

 

 
Fig. 4. Impact of ra on the performance of algorithms 
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Fig. 4(a) shows the identification rate of SABA, AQS, SBA and MUIP at different values of 

ra. The theoretical results of SABA are also shown in this figure. We can see from the figure 
that the performance of SABA is better than the other algorithms in all ra values. The reason is 
that each staying tag only transmits a short data (TID) to the reader to inform its existence, 
which can effectively reduce the number of bits transmitted by tags. As a result, the 
identification rate of the reader is improved greatly. Although every staying tag in MUIP 
replies a short data to the reader to be identified, staying tags and arriving tags may collide 
with each other. Thus, the identification rate of MUIP is slower than SABA. However, the 
identification rate of MUIP is faster than SBA and AQS. The SBA with P=0.1 has similar 
performance with the SBA with P=0.2, which means that SBA is not sensitive to the 
probability P when ra is increasing. All the idle slots and success slots are stored in the last 
round in AQS. In the current round, the idle slots may be still idle and the success slots may 
become collision slots. As a result, the identification rate of AQS is the lowest. 

In SABA, another phenomenon can be seen from Fig. 4(a) is that the identification rate is 
higher when e=0.2 than the identification rate when e=-0.2 or e=0. The reason is that a positive 
estimation error will increase the quantity of idle slots and reduce the number of collision slots. 
A negative estimation error will decrease the number of idle slots but increase the amount of 
collision slots. From the link-timing in Section 2, we can know that the length of a collision 
slot is far larger than an idle slot. Therefore, SABA has a higher identification rate when the 
estimation error is positive. We can also see from the figure that the analysis results of SABA 
are the closest to the simulation results when the estimation error e is 0. 

Fig. 4(b) depicts the data amount transmitted by tags in the four algorithms as ra is changing. 
We can obtain from the figure that SABA has the least tag data amount among these 
algorithms. SABA has fewer number of collision slots when the estimation error e is 0.2, so 
the tag data amount in this case is less than the cases when e=0 and e=-0.2. Because each 
staying tag only replies a short data to the reader in MUIP, the data amount transmitted by tags 
of MUIP is similar to the SABA with e=-0.2. In SBA, the data amount transmitted by tags 
when P=0.1 is almost equal to the case when P=0.2. In AQS, all the arriving tags may collide 
with the staying tags, so the algorithm has the maximum amount of data transmitted by tags. In 
Fig. 4(b), the simulation results of SABA match well with the analysis results when the 
estimation error e equals 0.  

6.2 Impact of Staying Tags 
Then we study the performance of the four algorithms when the staying ratio varies. The 
simulation conditions are set as follows: N is 200, |Ti| is set to 100, the length of tag ID is 128 
bits, ra is fixed to 1 and rs increases from 0.1 to 1.  

Fig. 5(a) shows the identification rate of these algorithms with the changes of rs. We can see 
from the figure that the identification rate of SABA is less than SBA when rs<0.5. The reason 
is that each reader command in SABA contains two more parameters which are rRID and the 
allocated slot. However, when rs≥0.5 the identification rate of SABA is faster than the other 
algorithms. Especially, when rs>0.7, since each staying tag in SABA only replies a short data 
to the reader and does not collide with arriving tags, so the identification rate of SABA is much 
larger than SBA, AQS and MUIP. When the number of arriving tags is overestimated, the 
number of idle slots will be increased but the number of collision slots will be decreased. 
Therefore, SABA can get a higher identification rate when the estimation error is 0.2. We can 
see from the figure that the simulation results are consistent with the analysis results when e=0 
of SABA. We can get from the figure that, when rs<0.5 the SBA with P=0.2 is better than the 
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SBA with P=0.1, when rs≥0.5 the SBA with P=0.1 is better than the SBA with P=0.2. The 
reason is as follows: in SBA, when rs is less than 0.5, there will be more idle slots which can be 
occupied by arriving tags, in these cases, a larger P is better. In other words, when rs is not less 
than 0.5, a smaller P is better. In AQS, along with the number of staying tags is increasing, the 
probability of collision between the staying tags and arriving tags is also increasing, therefore, 
the gap between AQS and the other algorithms is becoming more obvious. Although each 
staying tag only replies a short data to the reader in MUIP, the identification rate of MUIP is 
even slower than AQS when rs<0.5. The reason is that, when rs is small, there will be many 
idle slots in MUIP, and too much idle slots will increase the identification time of the reader. 
However, as the number of staying tags increases, the performance of MUIP will be better 
than AQS. 

 

 
Fig. 5. Impact of rs on the performance of algorithms 
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0.2. Especially, when the number of staying tags is large, the advantage of SABA will be more 
apparent. When e=-0.2 and rs=0.1, the four algorithms have similar tag data traffic. When 
rs>0.1, the SABA with e=-0.2 still has the least tag data amount in the four algorithms. The 
number of collisions between the staying tags and the arriving tags in AQS are increasing 
when rs is adding, so the tag data traffic of AQS is always greater than SBA. As the short reply 
mechanism in MUIP, the number of bits transmitted by tags in MUIP is similar to SABA’s. In 
addition, the simulation results of SABA match well with the analysis results. 

6.3 Impact of Tag ID Length 
In this simulation, we study the effects of changes in the tag ID length on the performance of 
these algorithms. The experimental parameters are set as follows: N is 200, |Ti| is set to 100, 
both ra and rs are 1, tag ID length is in the range of 96–160 bits. The simulation results are 
shown in Fig. 6. 

 

 
Fig. 6. Impact of tag ID length on the performance of algorithms 

90 100 110 120 130 140 150 160
200

250

300

350

400

450

500

ID length (bits)

Id
en

tif
ic

at
io

n 
ra

te
(T

ag
s/

s)

(a)

 

 

SBA P=0.1
SBA P=0.2
AQS
MUIP
SABA e=0
SABA e=0.2
SABA e=-0.2
SABA analysis

90 100 110 120 130 140 150 160
0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4
x 10

4

ID length (bits)

N
um

be
r o

f b
it 

tra
ns

m
itt

ed
 b

y 
ta

gs
(B

its
)

(b)

 

 
SBA P=0.1
SBA P=0.2
AQS
MUIP
SABA e=0
SABA e=0.2
SABA e=-0.2
SABA analysis



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 9, NO. 6, June 2015                               2175 

 
Fig. 6(a) describes the identification rate of the four algorithms along with the changes of 

the tag ID length. We can get from the figure that SABA has the fastest identification rate on 
all the tag ID length. The number of idle slots is increased and the number of collision slots is 
decreased in SABA when the estimation error e is positive, so the SABA with e=0.2 has a 
faster identification rate. Further, the simulation results of SABA are consistent with the 
analysis results when e=0. The SBA with P=0.1 or 0.2 has a higher rate than AQS. When both 
ra and rs are 1, many collisions will occur between the staying tags and arriving tags in AQS, 
therefore, the identification rate of AQS is the slowest. There will be many collision slots in 
MUIP when both rs and ra are 1, so the identification rate of MUIP is less than SBA when the 
tag ID length is shorter than 120. However, as the tag ID length is increasing, the advantage of 
the short reply technology in MUIP will be more obvious. Thus, the identification rate of 
MUIP will be faster than SBA as shown in Fig. 6(a). 

Fig. 6(b) shows the variation of the tag data transmission amount with the changes in tag ID 
length. We can obtain from the figure that the tag data traffic of SABA is less than the other 
algorithms. We can also see that the analysis results of SABA are almost consistent with the 
simulation results when e=0. The number of bits transmitted by tags of MUIP is still similar to 
SABA’s. When P=0.1 or P=0.2, SBA has closer performance. A blocking mechanism is not 
adopted in AQS, so the number of bits transmitted by tags of AQS is the maximal. 

6.4 Impact of Tag Size 
Finally, we research how the tag size N affects the performance of SABA and other methods. 
The simulation parameters are set as follows: |Ti| is set to 100, both rs and ra are set to 1, the 
tag ID length is set to 128, the tag size N varies in the range of 100-300. Fig. 7 depicts the 
simulation results. 

Fig. 7(a) describes the identification rate of the four methods when the tag size N is 
increasing. We can get that the proposed SABA has the fastest recognition rate among these 
methods. When the estimated number of arriving tags is larger than the real value, the number 
of collision slots will be reduced and the number of idle slots will be increased, vice versa. The 
length of a collision slot is much longer than the length of an idle slot. Therefore, the SABA 
with e=0.2 has better performance than the SABA with e=0 and e=-0.2. We can also see from 
this figure that the simulation results match well with the analysis results in SABA. When the 
tag size N is less than 200, the identification rate of MUIP is faster than SBA. However, when 
the tag size N is adding, the collisions between staying tags and arriving tags in MUIP will be 
increased considerably. Therefore, MUIP and SBA have similar identification rates when the 
tag size N is larger than 200. AQS doesn’t adopt a blocking mechanism or a short reply 
technology. As a result, AQS’s identification rate is the slowest. 

When the tag size N is increasing, the numbers of bits transmitted by tags of these methods 
are shown in Fig. 7(b). We can obtain from this figure that the data traffic of the four 
algorithms are adding, but the proposed SABA always has the least number of bits transmitted 
by tags. What’s more, the simulation results of the SABA with e=0 are consistent with the 
analysis results. For the short reply mechanism of staying tags, the tags in MUIP transmit a 
similar number of bits with the tags in SABA. As arriving tags and staying tags in MUIP may 
collide with each other, the number of bits of MUIP is slightly more than SABA’s. In SBA and 
AQS, all staying tags retransmit their IDs to the reader to be identified, so the two methods’ 
data traffic is much more than SABA and MUIP. Because all arriving tags may collide with 
staying tags in AQS, the tags in AQS transmit the most number of bits. 
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Fig. 7. Impact of tag size on the performance of algorithms 

 

6.5 Complexity Analysis of SABA 
Here, we analyze the reader complexity and tag complexity in SABA. In the case of reader 
complexity, a reader in SABA performs the operations of sorting and assigned slot generating 
which are very simple. In the case of tag complexity, a SABA tag needs to store two 
parameters which are tRID and TID. The typical lengths of the two parameters are 8 bits and 
16 bits, respectively. In the existing commercial tags, such as the Monza 4QT chip of Impinj 
has a user memory of 512 bits, the total storage capacity of the Alien Higgs 3 chip is 800 bits. 
Therefore, the two parameters only occupy a small portion of the storage capacity of these tags. 
In addition to storing the two parameters, a SABA tag only performs a matching operation, so 
the computational complexity of the SABA tag is very light. 
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6.6 Discussions on the Estimation Error 
In RFID tag anti-collision algorithms, the identification delay can be defined as the number of 
slots consumed by the reader to identify the tags in its scope [12-13]. A grouping method can 
effectively reduce the identification delay of the reader, such as in SBA and the proposed 
SABA, n arriving tags are divided into n groups. In the grouping method, an assumption is 
connotative, which is that a collision slot, success slot and idle slot of the RFID system have 
the same time duration. However, we can get from the link-time of the RFID system in Fig. 1 
that the length of an idle slot is obviously shorter than a success slot or a collision slot. When 
the estimation value of tags’ number is slightly larger than the real value of tags’ number, 
based on the same grouping method, the number of collision slots may be reduced and the 
number of idle slots may be increased. As a result, the identification time of the reader is 
decreased, such as the SABA with e=0.2 in the above simulations. It can be foreseen that, if the 
estimation value of tags’ number is much larger that the real value, the identification time of 
the reader must be lengthened. Therefore, in the actual applications, if the number of arriving 
tags can be estimated correctly, to reduce the identification time of the reader, we can slightly 
increase the number of groups. When the time durations of three types of slots (success, 
collision and idle) are different, how to optimally group the arriving tags is a future topic of 
this research. 

7. Conclusion 
In the RFID systems, a high-performance anti-collision algorithm can effectively improve the 
identification rate of a reader. When the reader needs to recognize the tags in its range 
repeatedly, the reader should identify all the staying tags quickly and spend the main time in 
recognizing all the arriving tags. Therefore, we propose SABA which uses a slot allocation 
mechanism to assign a unique slot which can be taken as a temporary ID (TID) to each tag. In 
SABA, the reader can quickly identify all the staying tags by using the TIDs. 

In this paper, the performance of SABA is evaluated through analysis and simulations. 
Some important findings are summarized as follows: 

1) SABA is a blocking algorithm, which not only prevents the collisions caused by staying 
tags, but also prohibits the collisions between the arriving tags and staying tags. 

2) SABA uses a slot allocation mechanism. Each staying tag only replies a short data to the 
reader and the data amount transmitted by staying tags is reduced greatly. 

3) When the number of arriving tags, the number of staying tags, the length of tag ID and the 
tag size are varying, compared to AQS, SBA and MUIP, SABA shows much better 
performance. 
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