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Abstract 

 
We propose a background subtraction method for moving cameras based on trajectory 
classification, image segmentation and label inference. In the trajectory classification process, 
PCA-based outlier detection strategy is used to remove the outliers in the foreground 
trajectories. Combining optical flow trajectory with watershed algorithm, we propose a 
trajectory-controlled watershed segmentation algorithm which effectively improves the 
edge-preserving performance and prevents the over-smooth problem. Finally, label inference 
based on Markov Random field is conducted for labeling the unlabeled pixels. Experimental 
results on the motionseg database demonstrate the promising performance of the proposed 
approach compared with other competing methods. 
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1. Introduction 

Background subtraction algorithms aim to identify moving objects in the scene for 
subsequent analysis. Effective methods of isolating these objects such as background 
modeling approach have been achieved using stationary cameras. These methods have 
promoted the development of the visual surveillance technology on object detection, 
recognition and tracking [1]. However, the assumption that the camera keeps stationary 
limits the application of the traditional background subtraction algorithms in moving camera 
platforms such as mobile phones and robots. Larger percentage of video content obtained by 
moving cameras leads to the increasing need for effective algorithms that can isolate moving 
objects in such video sequences [2, 3]. 

Effective methods are proposed to handle this problem, which separate the foreground and 
background using feature point trajectory [1-3]. Long term trajectories are obtained based on 
the analysis of dense points in long sequences of frames and used to accumulate motion 
information over frames, which prevents merging of objects that move in different patterns. 
Afterwards, the foreground and background trajectories are distinguished by applying the 
trajectory classification approach. Trajectory points are labeled as foreground/background 
points according to the results of trajectory classification. Thereafter, the labeling approach 
for pixels is performed to obtain foreground segmentation. 

Background subtraction algorithms for moving cameras can be divided into two 
categories: point trajectory based clustering [2, 4-6] and spatio-temporal segmentation [7, 8]. 
Point trajectory based methods track points to extract trajectories and cluster trajectories 
according to motion similarity. Dense point representation of moving objects is obtained and 
then turned into dense regions [5]. Although the effectiveness of trajectory-based methods 
has been proven by experiments on various datasets, certain problems remain including the 
inaccurate trajectory classification and edge-preserving performance of moving objects, 
which affect video segmentation accuracy. Spatial-temporal segmentation methods extend 
image segmentation to spatial-temporal domain. Although the segmentation results keep 
temporal consistent, these methods often encounter the over-smooth problems. Without the 
guidance of foreground/background feature points, imprecise boundary location for moving 
objects is caused by inaccurate region classification and merging results. 

Our goal is to combine the point trajectory clustering with image segmentation and label 
inference to develop a new form of background subtraction algorithm for video sequences 
captured by freely moving cameras. The new method can improve the accuracy of 
foreground segmentation. Videos captured by moving cameras are taken as input and a 
foreground/background binary mask for each frame in the video sequence is generated by the 
proposed algorithm. 

The rest of the paper is organized as follows. In Section 2, we review previous research on 
trajectory classification and image segmentation. In Section 3, we describe our point 
trajectory classification method. PCA algorithm is used to remove the outliers for the 
foreground trajectories. In Section 4, we present the trajectory-controlled watershed 
segmentation algorithm which effectively improves the edge-preserving performance and 
prevents the over-smooth problem. In Section 5, we propose a Markov Random field based 
label inference algorithm for labeling the unlabeled pixels. In Section 6, we present the 
experimental results of the proposed method and compare this method with conventional 
ones. In Section 7, we summarize the main conclusions and discuss directions for future 
research. 
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2. Related Work 
Foreground segmentation from video sequences for moving cameras has drawn attention to 
the field of computer vision and video processing over past decades [1-7]. The motion 
analysis of point trajectories is an effective tool for foreground segmentation.  

To address the problem of trajectory classification, Sheikh et al. [3] used RANSAC to 
estimate the basis of 3D trajectory subspace with the inliers and outliers of trajectories 
corresponding to the background and foreground points, respectively. However, a 
time-consuming implementation is required to achieve accurate estimations and all 
trajectories should be obtained accurately, thus limiting the applicability of RANSAC. 
Spectral clustering-based methods [4] use information around each point to build a similarity 
matrix between pairs of points and implement segmentation by applying spectral clustering. 
These methods often face difficulties in addressing points near the intersection of two 
subspaces. 

To preserve the boundaries of moving objects, the image is segmented into local regions 
and region classification is conducted according to the types of points. Regions containing 
the foreground or background points are labeled as corresponding regions, and the regions 
without detected points are labeled by comparing the region trajectories with the point 
trajectories. Various methods [10-13, 19, 20] have been applied to video segmentation. 
Zhang et al. [13] proposed a video object segmentation method based on the watershed 
algorithm and clustering region trajectories. Jiman Kim [19] and Yanli Wan [20] proposed 
new types of moving object segmentation methods for moving cameras. 

However, the conventional watershed algorithm fails to explicitly preserve the boundary 
fragments, thus leading to the deformation of the shape and contour of moving objects. As a 
result, regions on the contour of the moving objects are likely to encounter inaccurate 
labeling. Marker-controlled watershed segmentation [16, 17] is an efficient unsupervised 
segmentation algorithm which is able to suppress the over-smooth problem and obtain more 
accurate regions boundaries. However, the marker-extraction step of this algorithm is a hard 
task due to the difficulty of extracting markers exactly. As foreground/background trajectory 
points can be regarded as markers, the combination of dense trajectories and watershed 
algorithm provides new direction for the improvement of marker-controlled watershed 
segmentation. 
   To achieve unsupervised labeling, existing labeled pixels are used to conduct inference 
for the unlabeled pixels. Based on the inference algorithm proposed by Sheikh et al. [3], we 
implement a MRF based inference algorithm for labeling foreground/background pixels. 

On the basis of the previous research, we present a new method for background 
subtraction based on trajectory classification, image segmentation and label inference. The 
proposed approach overcomes the limitations of traditional methods and provides pixel-wise 
foreground/background labeling on video sequences captured by hand-held cameras. 

3. Point Trajectory classification 
We define a novel low-dimensional descriptor for describing trajectory shape, including 

the displacement vector [14]. If a trajectory is given with the start position and length, the 
motion displacement vector for the trajectory is expressed as follows: 
 
                    1 1 1[ ] [ , ]s l s s l s s l sT P P x x y y+ − + − + −∆ = − = − −                       (1) 
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The overall displacement is used to describe the motion of the trajectories. The motion 
similarity of the trajectories ,i j  is measured by ( , ) || ||i k i kS T T T T= ∆ −∆  , which is applied in 
the following clustering approach. Given the samples in the motionseg database [1], the 
trajectories of the foreground and background are clustered (Fig. 2).  

However, the trajectory set still includes some trajectories with missing parts or large 
errors due to the errors of optical flow algorithm. A few outliers of trajectories with false 
length and shape may have the same displacement as the correct foreground trajectories. 
Therefore, after the classification based on displacement vector, it is needed to remove the 
outliers of the trajectories. Few researchers conducted outlier detection for foreground 
trajectories in their research. In this study, we apply an outlier detection strategy based on 
PCA to remove the false trajectories. 

The observation matrix D  is constructed with each column denoting one of the dense 
trajectories: 
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where ( ) ( ) ( ) ( ) ( ) ( )

1 1,j j j j j j
i i i i i ix x x y y y+ +∆ = − ∆ = −  are the variations for the coordinates of 

corresponding dense points, ( ) ( ) ( ) ( )
1 1[ , , , , ]

F F

j j j j T
j N NT x y x y= ∆ ∆ ∆ ∆  is the j th trajectory and ,T FN N  

denote the number of trajectories and frames, respectively. 
As principle component analysis performs well on reducing the dimensionality of a data 

set consisting of large numbers of variables, it is suitable for reducing the dimension of the 
trajectory vector and finding the inner structure of the data. There are two advantages for 
using PCA:  

(1) As outliers are detected based on the low-dimension data produced by PCA, errors of 
sampling (or missing) trajectory points will not significantly impair the outlier detection 
result;  

(2) The complexity of outlier detection is decreased.  
The outliers are further detected by measuring the difference between the trajectory and 

its nearest neighbors. The outlier detection strategy is conducted as follows: 
Step 1. Extract the principle components of the trajectory vectors to reduce the 

dimension of data. 
Step 2. For the principal component score of each trajectory, seek the k  nearest 

neighbors. 
Step 3. Detect the outliers based on the sum of Euclidean distance to the k  nearest 

neighbors. Trajectories with the lp % largest distance are detected as outliers. 
In our experiment, we set 10, 5k lp= = . The representative trajectory classification 

results of Cars 1, Cars 4 and Marple 7 sequences in the motionseg dataset [1] are illustrated 
in Fig. 1. The points in red and those in blue represent the starting points of background and 
foreground trajectories, respectively. The background points in red circles are falsely 
detected as part of the foreground. These false trajectories are removed using PCA-based 
outlier detection strategy. 
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Fig. 1. Classification result using motion displacement for cars1 in the motionseg dataset [2]. The left 
column represents the initial classification result. The points in red and those in other colors represent 
the starting points of background and foreground trajectories, respectively. In the right column, some 
background points are mistakenly detected as part of the foreground, which are labelled by red circle. 
These noisy points are removed by using PCA method. 
 

Based on the point trajectories which are divided into foreground and background 
trajectories, the movement of the objects is accurately represented, which will contribute to 
the foreground construction in the following. 

4. Trajectory-controlled Watershed Segmentation 
Watershed segmentation algorithm is an effective segmentation algorithm with relatively 
low computational complexity, which generates watershed regions with boundaries closely 
related to edges of objects and reveals structure information in images. However, the 
conventional watershed algorithm suffers imprecise location of region boundaries. Structural 
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information of contours and details in the video sequences are affected by the inaccurate 
location of region boundaries. 

To overcome the problems discussed above, we propose a trajectory-controlled watershed 
segmentation algorithm. We combine optical flow trajectory with marker-controlled 
watershed algorithm and present a trajectoy-controlled watershed segmentation algorithm to 
address the background subtraction problem for moving cameras. The procedure of the 
proposed segmentation algorithm is illustrated in Fig. 2. 

 
Fig. 2. The procedure of the proposed segmentation algorithm 
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4.1 Pre-processing 
 To reduce noise and enhance the target boundaries, a pre-processing step is needed. 

Bilateral filtering [15] is a good solution to smoothing images effectively and preserving 
edges. To further improve the performance of the segmentation problem, bilateral filtering is 
applied to remove small image details and noise while prevent the blurring of boundary 
structures.  

The edges are enhanced by combining edge information with the original image: 
 

e e o oI k I k I= +                              (3) 
 

where oI  and eI  are the original image and the gradient magnitude, respectively, and 
,e ok k  are the coefficients. By calculating the weighted sum of edges and the original image 

and increasing the value of e

o

k
k , the intensity of edge information is increased and the edges 

are enhanced compared with smooth regions. With the enhancement of edges, watershed 
transform generates more continuous and accurate watershed lines along the edges, and 
foreground/background boundaries are then precisely constructed based on the watershed 

lines. In the experiments we tested a series of e

o

k
k  value to obtain the proper ratio and found 

that 2.3e

o

k
k

=  generates the optimal results on the testing video sequences according to the 

measure metrics. With the limitation of 1e ok k+ = , the parameters are set as 
0.3, 0.7e ok k= = . 

4.2 Marker Extraction 
The original gradient minima of background/foreground parts, which are homogenous 

regions with similar gray values, are chosen as the initial markers. 
As useful prior knowledge for identifying the foreground and the background, trajectory 

points are regarded as components that mark the smooth regions of an image. Approximate 
shape and contour of the moving objects are represented by trajectory points. First estimation 
of the segmentation is therefore obtained. The sparsity of trajectory points also suppresses 
the over-segmentation problem. Trajectory points are selected as new markers to guide the 
generation of watershed regions like seeds in the region growing process. Therefore the 
problem of extracting markers is solved. 

For an example frame in the Marple 7 video sequence, the original gradient minima is 
firstly obtained as shown in Fig. 3(a). Trajectory points (Fig. 3(b)) based on optical flow are 
added to original gradient minima and imposed as minima of the gradient function. The 
combined gradient minima is taken as markers that guides watershed segmentation. The 
input marker image for watershed segmentation is a binary image that consists of marker 
points, where each marker corresponds to a specific watershed region. 

4.3 Watershed Transform 
After the modified gradient image is obtained, watershed transform [16] is applied to 

find the accurate contour of the moving objects. The detailed strategy is as follows: 
1. Flooding begins from regional minima of the modified gradient image and 

generates connected regions. The flooding step is achieved by erosion and dilatation 
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operations. Each connected region contains one local minimum in the gradient 
image. As trajectory points are imposed as region minima in the gradient image, 
they act as seeds in the flooding process and guide the formation of watershed 
regions.  

2. Regions without markers are allowed to be merged. 
3. Based on morphological dilation in step 1, dam construction is performed to 

generate the watershed lines, which correspond to significant edges between the 
regions. As each trajectory points generates a watershed region in step 1, the 
watershed lines construct the contours of these regions, which are also the 
boundaries of the foreground and background regions. 

Segmentation result of watershed transform is shown in Fig. 3(c). Based on the 
segmentation result, foreground/background labeling is performed for all the regions. 
Watershed regions containing trajectory points are labeled as foreground/background regions 
according to the labels of corresponding trajectory points. As shown in Fig. 3(d), watershed 
regions with foreground and background trajectory points are indicated in white and black, 
respectively, and the gray parts indicate regions without trajectory points. 

 

Fig. 3. Illustration of the proposed segmentation algorithm. (a) Original gradient minima image. 
White regions represent the regional minima. (b) Trajectory point image. White and grey points 
indicates the locations of foreground/background trajectory points, respectively. (c) Segmentation 
result. All the regions are painted as different colors. (d) Foreground/background labeling based on 
segmentation. The regions containing the foreground trajectory points are labeled as foreground 
regions (white parts). Background regions and unlabeled regions are represented as black and grey 
parts, respectively. 
 

As shown in Fig. 3(d), although most of the regions have been identified as 
foreground/background parts, the segmentation result for each frame still contains a few 
unlabeled regions which impairs the completeness of moving objects. In order to improve 
the accuracy of background subtraction, a label inference procedure conducts binary labeling 

(a) Original gradient minima 
 

(b) Trajectory point image 

(c) Segmentation result (d) Binary labeling based on segmentation 
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for each unlabeled pixel according to the probability belonging to the 
foreground/background, which is described in Section 5. 

5. Label Inference for the Unlabeled Pixels 
In this section, existing labeled regions are used to conduct inference and the unlabeled 
pixels are identified as foreground/background pixels. 

We define the feature for each region R  using a color-location vector: 
 

( ) , , , ,c cv R r g b x y =                            (4) 
 

where , ,r g b  are the mean values of color vector ( , , )r g b for the region and ( , )c cx y  

denotes the coordinates of the region center: 
1 1

1 1,
p pn n

c i c i
i ip p

x x y y
n n= =

= =∑ ∑ , where pn  is the 

number of pixels in the region. For an unlabeled pixel u , the color-location vector is 
denoted as [ ]( ) , , , ,v u r g b x y=  where [ , , ]r g b , [ , ]x y  are the color vector and coordinates of 
pixel u . Based on the labeled regions, the probability of belonging to the 
foreground/background ( ), ( )f bp u p u  can be calculated as follows: 
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In Equation (5), ( )= cx V Xα βτ ∆ ∆  measures color and location difference.

[ , , ]cV r r g g b b∆ = − − −  and [ , ]c cX x x y y∆ = − − . The combination 1, 1α β= − = −  
generates the optimal results in our experiments. ,f bN N  denote the number of regions 
which have been identified as the foreground/background regions. ,fi bjn n  denote the 
number of pixels for foreground/background regions , ( 1 1 )fi bj f br r i N j N= = ， . 

The objective of this method is to solve the solution *L  that satisfies the following 
equation: 

*

1

arg max[ ( ) ( | )]
N

j
L j

L p L p u l
=

= ∏                    (6) 
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1[ ( )] , 0

( | )
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b j
j
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p u l
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and the prior ( )p L  is computed by constructing a pairwise 

Markov Random Field: 

                   ( )
1 1

( ) exp (1 )(1 )
N N

j k j k
j k

p L l l l lλ η
= =
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= + − − 

 
∑∑                    (7) 

 
Where λ  sets the degree of smoothness that is imposed by ( )p L . In our experiment, the 
value of λ  is calculated as follows: 
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where lS  is the set of pixels which have been labeled using the trajectory-controlled 
watershed segmentation algorithm. As most of the pixels have been labeled as 
foreground/background in Section 4, the value of λ  can be approximately estimated without 
considering the small number of unlabeled pixels. 

The optimizing problem can be converted to an energy minimization problem with the 
energy function consisting of one data term and one smooth term, which is effectively solved 
using Graph Cuts [18-19]. The data term in the energy function is the log form of labeling 
probability: 

                            
1

log ( | )
N

D j
j

T p u l
=

 
= −  

 
∏  

 
which represents the sum of cost for assigning labels in L to pixels in P. And the smoothness 
term is expressed as follows:  

( )
1 1

(1 )(1 )
N N

s j k j k
j k

T l l l lλ η
= =

= − + − −∑∑  

 
which is a sum cost over all pairs of neighboring pixels {p,q}.  

The Energy Functions of Graph Cuts is constructed as the combination of the data term 
and the smoothness term: 

( )
1 11

log ( | ) (1 )(1 )
N N N

D s j j k j k
j kj

E T T p u l l l l lλ η
= ==

 
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Neighborhood system is constructed in the form of 4 pixel-connected grid graph. Given 

the initial labeling of all 0's to the pixels, the energy of the optimized labeling is calculated 
via expansion moves using min-cut and max-flow algorithm [18]. The Segmentation result 
obtained by the energy minimization process is shown in Fig. 4 (b). 

Unlike the similar MRF described in [3], we introduce a balance parameter b

f

N
N

η =  to 

set the degree of label influence, which is related to the number of foreground/background 
trajectory points. According to our experiments, over-smooth problem of moving objects is 
significantly suppressed by introducing the label influence term η  as shown in Fig. 4. 
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(a) Inference using algorithm in [3]            (b) Inference using proposed algorithm 

 
Fig. 4. Comparision of MRF based label inference using Graph Cuts. 

6. Experiments 
We validate the performance of our method on the motion segmentation dataset provided 

by Brox et al [2]. The moving objects in this dataset are mainly people and cars. The PC for 
conducting the experiments has 2 GB memory and 1.60 GHz CPU.  

For evaluation purpose, we take Precision and Recall as metrics [6]. Let , ,TP FP FN  
denote the numbers of true foreground pixels, false foreground pixels, and false background 
pixels, respectively. Then the Precision and Recall metrics can be obtained: 
 

 ,TP TPPrec Rec
TP FP TP FN

= =
+ +

 

 
The comparison of average Precision and Recall metrics is shown in Table 1. Compared 

with the algorithms [3, 6, 13, 19, 20], the proposed algorithm achieves the highest Precision 
and significant Recall, which indicates less false foreground/background pixels and more 
accurate segmentation result. 
 

Table 1. Comparison on Average Precision and Recall 
 Average Precision Average Recall 

Proposed method 0.8372 0.8524 
 [13] 0.8191 0.8270 
 [3] 0.6957 0.8903 
 [6] 0.6135 0.8058 
[19] 0.8122 0.8263 
[20] 0.8050 0.8465 

 
Fig.5 shows some representative results of our method (video sequences cars 1, cars 4 

and marple 7 provided by the dataset). As shown in Fig. 5, although the contours of the 
foregound objects are slightly affected by blurred boundaries and errors of location of 
trajectory points, out method can generate satisfying segmentation results. 
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Fig. 5. Representative results on the sequences in motionseg dataset [2] using our method. The three 
columns correspond to the results of cars1, cars4 and marple 7. From left to right: results of cars1, 
cars4 and marple 7. 
 

The visual effects of foreground segmentation for [3] [6] [13] [19] [20] and the proposed 
algorithm are shown in Fig. 6. Compared with algorithms [3, 6, 13, 19, 20], the proposed 
method generates better visual results of foreground segmentation. Moving objects obtained 
using the proposed method show more accurate contours and boundaries of the objects. 
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Fig. 6. Comparison on visual effects of foreground segmentation. The four columns correspond to the 
results of [3], [13], [6], [19], [20] and the proposed algorithm. From left to right: [3], [13], [6], [19], 
[20] and the proposed algorithm. 
 

The performance comparison with [3, 6, 13,19,20] on precision and recall is shown in 
Table 2 and Table 3. 

 
Table 2. Comparison of Precision results with [3, 6, 13, 19, 20] 

Precision Cars 1 Cars 4 Marple 7 
proposed method 0.8602 0.8945 0.9413 

[13] 0.8275 0.8069 0.8518 
[6] 0.6358 0.6770 0.7840 
[3] 0.7634 0.7803 0.6487 

[19] 0.8024 0.8566 0.8092 
[20] 0.7963 0.8149 0.8622 

 
Table 3. Comparison of Recall results with [3, 6, 13, 19, 20] 

Recall Cars 1 Cars 4 Marple 7 
proposed method 0.9017 0.9591 0.9240 

[13] 0.9438 0.9187 0.8911 
[6] 0.9643 0.9843 0.8058 
[3] 0.9904 0.9853 0.8372 

[19] 0.8121 0.9056 0.8235 
[20] 0.8347 0.9218 0.8502 

 
In our experiment, processing speed on the dataset is measured by the number of frames 

processed per second (fps). The comparison results are shown in Table 4. Although the 
proposed method performs slower than the algorithm in [6, 19], the Precision and Recall 
results are better. The proposed method outperforms algorithms [3, 13, 20] in terms of both 
processing speed and segmentation results. 
 

Table 4. Comparison on average processing speed (fps) on the motionseg dataset 
Algorithm Average fps 

proposed method 0.356 
[3] 0.096 
[6] 1.042 

[13] 0.263 
[19] 0.533 
[20] 0.316 
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7. Conclusions 
In order to cope with the problems of video segmentation on moving cameras, we present 

a new background subtraction method. Our major work includes trajectory classification, 
image segmentation and label inference. Satisfactory performance of the proposed approach 
is shown in the comparison experiments. The consistency of segmentation across the video  
sequence and more efficient algorithms for hardware implementation are considered as the 
future research direction of this work. We also find it possible and valuable to introduce 
interactive segmentation in our method as Grab Cut [21] does. 
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