# Pseudo Jacket Matrix and Its MIMO SVD Channel 

# Pseudo Jacket 행렬을 이용한 MIMO SVD Channel 
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요 약 Jacket Matrices: Construction and Its Application for Fast Cooperative Wireless signal Processing[27] 에 소개된 Jacket 행렬로부터 일반화된 의사 Jacket 행렬에 대한 특성과 생성에 관한 정리가 발표됐다. 본 논문에서는 MIMO 채널과 같이 $2 \times 4,3 \times 6$ 같은 비정방 행렬에서의 의사 Jacket 역행렬에 대한 예제를 제안했다. 또한 의사 MIMO 특이값 분해 (SVD, Singular Value Decomposition) channel을 추론하여 적용하였으며 안테나 어레이를 분할하여 추 정하는 채널을 기반으로 SVD 를 활용하는데 적용하였다. 이것은 MIMO 채널 및 고유값 분해 (EVD, Eigen Value decomposition) 등에 사용할 수 있다.


#### Abstract

Some characters and construction theorems of Pseudo Jacket Matrix which is generalized from Jacket Matrix introduced by Jacket Matrices: Construction and Its Application for Fast Cooperative Wireless signal Processing[27] was announced. In this paper, we proposed some examples of Pseudo inverse Jacket matrix, such as $2 \times 4$, $3 \times 6$ non-square matrix for the MIMO channel. Furthermore we derived MIMO singular value decomposition (SVD) pseudo inverse channel and developed application to utilize SVD based on channel estimation of partitioned antenna arrays. This can be also used in MIMO channel and eigen value decomposition (EVD).
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## I. Introduction

A MIDST numerous matrices that are being utilized in engineering applications ${ }^{[1][2][3]}$, structured matrices such as Orthogonal ${ }^{[4]}$, Hadamard ${ }^{[5]}$, Conference ${ }^{[6]}$, Toeplitz ${ }^{[7]}$, Unitary ${ }^{[8]}$, Circulant ${ }^{[9]}$, Hankel ${ }^{[10]}$, Jacket ${ }^{[11]}$, etc. matrices play an important role in signal processing. Hadamard matrix and its generalizations are orthogonal matrices with many applications for signal sequence transform and data processing ${ }^{[12]}$.

Hadamard transform and its generalizations such as weighted Hadamard transform have been used for audio and video coding because of the high practical value of these transformations for representing signal and images ${ }^{[13]}$.

Jacket matrix, motivated by the center weighted Hadamard matrix with an inverse-constraint and introduced by Lee in 1989, is a class of matrices with their inverse matrices being determined by the element-wise of matrices ${ }^{[14]}$. They are closely related to
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various famous mathematical objects such as Turyn and Butson type Hadamard matrices, orthogonal designs, etc., which have numerous applications to many mathematical and theoretical physics problems. The class of Jacket matrices contains the class of hadamard and complex Hadamard matrices ${ }^{[15]}$. it has a large overlap, but does not coincide, with the class of generalized Hadamard matrices ${ }^{[16[17]}$. Especially, several interesting matrices, such as Hadamard matrix, Haar matrix, Fourier matrix and Slant matrix, belong to Jacket matrix family ${ }^{[18[119]}$. Since the inverse matrix of Jacket matrix can be determined easily, Jacket matrix and its transforms have been extensively investigated ${ }^{[199[200][21]}$. In addition, Jacket matrix is related to many useful matrices, such as unitary matrices and Hermitian matrices that have been potentially applied in digital signal processing, wireless communications, cryptography, and so on ${ }^{[22][23][24][25][26]}$.
But Jacket matrix requires it is a square matrix and has inverse matrix, and many matrices in practice can not satisfy these conditions. They are always matrix $A=\left(a_{11}\right)_{m_{x n}}$ or not inverse. In this paper, we will generalize the definition of Jacket matrix to Pseudo Jacket Matrix, study the existence and its construction.

This paper is organized as follows, In Section $\Pi$, the definition of Pseudo Jacket Matrix and some examples are given. In Section III, we will prove some construction Theorems of Pseudo Jacket Matrix. In Section IV, we derived MIIMO SVD Pseudo Inverse Channel and it's applications. Finally, conclusions are drawn in Section IV.

## II. The Definition of Pseudo Jacket Matrix

Jacket Matrix was introduced by Prof. Moon Ho Lee ${ }^{[27]}$ as follows:

Definition 1: For a square matrix $A=\left(a_{i j}\right)_{n \times n}$, if its inverse matrix can obtained simply by an element-wise inverse, such as

$$
A^{-1}=\frac{1}{c}\left(a^{\prime}{ }_{i j}\right)^{r} ; a^{\prime}{ }_{i j}= \begin{cases}\frac{1}{a_{i j}}, & a_{i j} \neq 0 \\ 0, & a_{i j}=0\end{cases}
$$

where $c$ is a non-zero constant then, we call matrix $A=\left(a_{i j}\right)_{n \times n}$ as a jacket matrix, and if $a_{i j} \neq 0$ for all $1 \leq i, j \leq n$ then $c=n$.
There are many types of Jacket Matrix, such as Hadamard matrix ${ }^{[28]}$, Sylvester-Hadamard Matrix of Rank $2^{\left[{ }^{[29]}\right.}$, block Jacket matrix ${ }^{[30]}$, etc., and many applications ${ }^{[27]}$. In this paper, we will extend Jacket Matrix to Pseudo Jacket Matrix which will have much more applications in engineering such as MIIMO wireless communications, signal processing, quantum computations and image processing etc.

Definition 2: For a matrix $A=\left(a_{i j}\right)_{m \times x}$, if its pseudo inverse matrix can obtained simply by an element-wise inverse, such as

$$
A^{+}=\frac{1}{c}\left(a_{i j}^{\prime}\right)^{T} ; a^{\prime}{ }_{i j}= \begin{cases}\frac{1}{a_{i j},} & a_{i j} \neq 0  \tag{1}\\ 0, & a_{i j}=0\end{cases}
$$

where $c$ is a non-zero constant, and $A^{+}$satisfy:

$$
\left\{\begin{array}{c}
A A^{+} A=A  \tag{2}\\
A^{+} A A^{+}=A^{+} \\
\left(A A^{+}\right)^{T}=A A^{+} \\
\left(A^{+} A\right)^{T}=A^{+} A
\end{array}\right.
$$

then, we call matrix $A=\left(a_{i j}\right)_{m \times x}$ as a pseudo jacket matrix.

Remark 1: In Definition 2, if $a_{i j} \neq 0$ for all $1 \leq i \leq m$, $1 \leq j \leq n, C=\max (m, n)$.

Remark 2: In Definition 2, for matrix $A=\left(a_{i j}\right)_{m \times n}$, if $m=n$, then $A^{+}=A^{-1}$, so the common (honest) Jacket matrix $A$ is also a pseudo Jacket matrix.

Are there pseudo Jacket matrices? We first see the following examples and theorems.

Example 1: Obviously, each zero matrix $O=(0)_{m \times n}$
is Pseudo Jacket Matrix, and $O^{+}=(0)_{n \times m}$.
Example 2: Obviously, the diagonal matrix

$$
\sum_{m \times n}=\left(\begin{array}{ccccccc}
\sigma_{1} & 0 & \ldots & 0 & 0 & \ldots & 0 \\
0 & \sigma_{2} & \ldots & 0 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \sigma_{t} & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & 0 & 0 & \ldots & 0
\end{array}\right)_{m \times n}
$$

where $\sigma_{i} \neq 0,1 \leq i$ is Pseudo Inverse Jacket Matrix, and

$$
\sum_{n \times m}^{+}=\left(\begin{array}{ccccccc}
\frac{1}{\sigma_{1}} & 0 & \ldots & 0 & 0 & \ldots & 0 \\
0 & \frac{1}{\sigma_{2}} & \ldots & 0 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \frac{1}{\sigma_{t}} & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & 0 & 0 & \ldots & 0
\end{array}\right)_{n \times m}
$$

Example 3: Let ${ }^{A}=\binom{1}{1}$, we take ${ }^{B}=\frac{1}{2}\left(\begin{array}{ll}1 & 1\end{array}\right)$, then (i)

$$
\begin{aligned}
A B A & =\binom{1}{1} \frac{1}{2}\left(\begin{array}{ll}
1 & 1
\end{array}\right)\binom{1}{1} \\
& =\frac{1}{2}\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)\binom{1}{1}=\binom{1}{1}=A
\end{aligned}
$$

(ii)

$$
\begin{aligned}
B A B= & \frac{1}{2}\left(\begin{array}{ll}
1 & 1
\end{array}\right)\binom{1}{1} \frac{1}{2}\left(\begin{array}{ll}
1 & 1
\end{array}\right) \\
& =\frac{1}{4}(2)\left(\begin{array}{ll}
1 & 1
\end{array}\right)=\frac{1}{2}\left(\begin{array}{ll}
1 & 1
\end{array}\right)=B
\end{aligned}
$$

(iii)

$$
\left.\begin{array}{rl}
(A B
\end{array}\right)^{T}=\left(\binom{1}{1} \frac{1}{2}\left(\begin{array}{ll}
1 & 1
\end{array}\right)\right)^{T}, ~\left(\frac{1}{2}\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)\right)^{T}=\frac{1}{2}\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)=A B \text {. }
$$

(iv)

$$
\begin{gathered}
(B A)^{T}=\left(\begin{array}{ll}
\frac{1}{2} & \left.\left(\begin{array}{ll}
1 & 1
\end{array}\right)\binom{1}{1}\right)^{T}=\left(\frac{1}{2}(1)\right)^{T} \\
=(1)=B A
\end{array}\right.
\end{gathered}
$$

So $B=A^{+}$and $A$ is a Pseudo Jacket Matrix.
Example 4: Symmetrically, matrix $A_{1}=A^{T}=\left(\begin{array}{ll}1 & 1\end{array}\right)$ is also a Pseudo Jacket Matrix and

$$
A_{1}^{+}=\frac{1}{2}\binom{1}{1}
$$

## III. The Construction of Pseudo Jacket Matrix

In this Section, we will prove some construction theorems of Pseudo Jacket Matrix, and find that many types of matrices belong to the set of Pseudo Jacket matrix. In fact, in a general way, we have the following construction theorems.

Theorem 1: The honest Jacket Matrix is also Pseudo Jacket Matrix.

Proof. For reversible square Jacket matrix $A=\left(a_{i j}\right)_{n \times n}, A^{+}=A^{-1}$ and $A^{-1}$ is element-wise inverse, So matrix A is a Pseudo Jacket matrix.

Theorem 2: For matrix

$$
A=\left(\begin{array}{c}
a_{1}  \tag{3}\\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right),
$$

if $a_{1}^{2}=a_{2}^{2}=\cdots=a_{n}^{2} \neq 0$, then matrix $A$ is a Pseudo Jacket Matrix.

Proof: As $a_{i} \neq 0$ for all $1 \leq i \leq n$, we take

$$
\begin{aligned}
B & =\frac{1}{\max (n, 1)}\left(\begin{array}{llll}
\frac{1}{a_{1}} & \frac{1}{a_{2}} & \cdots & \frac{1}{a_{n}}
\end{array}\right) \\
& =\frac{1}{n}\left(\begin{array}{llll}
\frac{1}{a_{1}} & \frac{1}{a_{2}} & \cdots & \frac{1}{a_{n}}
\end{array}\right)
\end{aligned}
$$

Then, we have
(i)

$$
\begin{aligned}
& A B A=\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right) \frac{1}{n}\left(\begin{array}{lllc}
\frac{1}{a_{1}} & \frac{1}{a_{2}} & \cdots & \frac{1}{a_{n}}
\end{array}\right)\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right) \\
&=\frac{1}{n}\left(\begin{array}{cccc}
1 & \frac{a_{1}}{a_{2}} & \cdots & \frac{a_{1}}{a_{n}} \\
\frac{a_{2}}{a_{1}} & 1 & \cdots & \frac{a_{2}}{a_{n}} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{a_{n}}{a_{1}} & \frac{a_{n}}{a_{2}} & \cdots & 1
\end{array}\right)\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right)
\end{aligned}
$$

$$
=\frac{1}{n}\left(\begin{array}{c}
n a_{1} \\
n a_{2} \\
\vdots \\
n a_{n}
\end{array}\right)=\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right)=A
$$

(ii)

$$
\begin{aligned}
B A B= & \left(\begin{array}{c}
\frac{1}{a_{1}} \\
\frac{1}{a_{2}} \\
\vdots \\
\frac{1}{a_{n}}
\end{array}\right)^{T}\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right)\left(\begin{array}{c}
\frac{1}{a_{1}} \\
\frac{1}{n} \\
\frac{1}{a_{2}} \\
\vdots \\
\frac{1}{a_{n}}
\end{array}\right)^{T} \\
& =\frac{1}{n^{2}}(n)\left(\begin{array}{llll}
\frac{1}{a_{1}} & \frac{1}{a_{2}} & \cdots & \frac{1}{a_{n}}
\end{array}\right)=B
\end{aligned}
$$

(iii) As $a_{1}^{2}=a_{2}^{2}=\cdots=a_{n}^{2} \neq 0$, then $a_{i}^{2}=a_{j}^{2}$, we have

$$
\frac{a_{i}}{a_{j}}=\frac{a_{j}}{a_{i}}
$$

and

$$
\begin{aligned}
(A B)^{T} & =\left(\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right) \frac{1}{n}\left(\begin{array}{llll}
\frac{1}{a_{1}} & \frac{1}{a_{2}} & \cdots & \frac{1}{a_{n}}
\end{array}\right)\right)^{T} \\
& =\left(\begin{array}{cccc}
1 & \frac{a_{1}}{a_{2}} & \cdots & \frac{a_{1}}{a_{n}} \\
\frac{1}{n}\left(\begin{array}{llll}
\frac{a_{2}}{a_{1}} & 1 & \cdots & \frac{a_{2}}{a_{n}} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{a_{n}}{a_{1}} & \frac{a_{n}}{a_{2}} & \cdots & 1
\end{array}\right) \\
& =\frac{a_{1}}{1} & \cdots & \frac{a_{1}}{a_{n}} \\
\frac{a_{2}}{a_{1}} & 1 & \cdots & \frac{a_{2}}{a_{n}} \\
\cdots & \cdots & \cdots & \cdots \\
\frac{a_{n}}{a_{1}} & \frac{a_{n}}{a_{2}} & \cdots & 1
\end{array}\right)=A B
\end{aligned}
$$

(iv)

$$
\begin{aligned}
(B A)^{T} & =\left(\frac{1}{n}\left(\begin{array}{llll}
\frac{1}{a_{1}} & \frac{1}{a_{2}} & \cdots & \frac{1}{a_{n}}
\end{array}\right)\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right)\right)^{T} \\
& =(1)^{T}=B A
\end{aligned}
$$

So $B=A^{+}$and $A$ is a Pseudo Jacket Matrix.

Theorem 3: Symmetrically, for matrix

$$
A_{1}=\left(\begin{array}{llll}
a_{1} & a_{2} & \cdots & a_{n}
\end{array}\right)
$$

if $a_{1}^{2}=a_{2}^{2}=\cdots=a_{n}^{2} \neq 0$, then matrix $A_{1}$ is a Pseudo Jacket Matrix and

$$
A_{1}^{+}=\frac{1}{n}\left(\begin{array}{c}
\frac{1}{a_{1}}  \tag{4}\\
\frac{1}{a_{2}} \\
\vdots \\
\frac{1}{a_{n}}
\end{array}\right)
$$

Theorem 4: Let $A$ is a Pseudo Jacket Matrix, matrix $D$ comes from exchanging two rows $i$ and $j$ of $A$, then $D$ is also a Pseudo Jacket Matrix.

Proof. Let $P_{i j}$ is the permutation matrix that comes from exchanging two rows $i$ and $j$ of identity matrix $I$, then

$$
D=P_{i j} A=\left(d_{i j}\right)_{m \times n}
$$

and

$$
\begin{aligned}
& P_{i j}^{+}=P_{i j}^{-1}=P_{i j}=P_{i j}^{T} \\
& A^{+}=\frac{1}{c}\left(a^{\prime}{ }_{i j}\right)^{T} ; a^{\prime}{ }_{i j}=\left\{\begin{array}{rr}
\frac{1}{a_{i j}}, & a_{i j} \neq 0 \\
0, & a_{i j}=0
\end{array}\right.
\end{aligned}
$$

We take

$$
D_{1}=A^{+} P_{i j}
$$

then

$$
D_{1}=\frac{1}{c}\left(d^{\prime} '_{i j}\right)^{T} ; d^{\prime}{ }_{i j}=\left\{\begin{aligned}
\frac{1}{d_{i j}}, & d_{i j} \neq 0 \\
0, & d_{i j}=0
\end{aligned}\right.
$$

and
(i)

$$
D D_{1} D=P_{i j} A A^{+} P_{i j} P_{i j} A=P_{i j} A=D
$$

(ii)

$$
D_{1} D D_{1}=A^{+} P_{i j} P_{i j} A A^{+} P_{i j}=A^{+} P_{i j}=D_{1}
$$

(iii)

$$
\left(D D_{1}\right)^{T}=\left(P_{i j} A A^{+} P_{i j}\right)^{T}=D D_{1}
$$

(iv)

$$
\left(D_{1} D\right)^{T}=\left(A^{+} P_{i j} P_{i j} A\right)^{T}=D_{1} D .
$$

So the matrix $D$ is a Pseudo Jacket Matrix.

Theorem 5: Symmetrically, let $A$ is a Pseudo Jacket Matrix, matrix $D$ comes from exchanging two columns $i$ and $j$ of $A$, then $D$ is also a Pseudo Jacket Matrix.

Theorem 6: Let $A_{m_{1} \times n}, B_{m_{2} \times n}$ are Pseudo Jacket Matrix, if $A B^{+}=B A^{+}, B A^{+} A=B$ and $A B^{+} B=A$ then matrix

$$
\begin{equation*}
D=\binom{A}{B}_{\left(m_{1}+m_{2}\right) \times n} \tag{5}
\end{equation*}
$$

is also a Pseudo Matrix.
Proof: As $A_{m_{1} \times n}, B_{m_{2} \times n}$ are Pseudo Jacket Matrix, then

$$
A^{+}=\frac{1}{c_{1}}\left(a_{i j}^{\prime}\right)^{T} ; a_{i j}^{\prime}=\left\{\begin{aligned}
\frac{1}{a_{i j}}, & a_{i j} \neq 0 \\
0, & a_{i j}=0
\end{aligned}\right.
$$

and

$$
B^{+}=\frac{1}{c_{2}}\left(b_{i j}^{\prime}\right)^{T} ; b_{i j}^{\prime}=\left\{\begin{aligned}
\frac{1}{b_{i j}}, & b_{i j} \neq 0 \\
0, & b_{i j}=0
\end{aligned}\right.
$$

We take

$$
\begin{aligned}
& D_{1}=\frac{1}{c_{1}+c_{2}}\left(c_{1} A^{+} \quad c_{2} B^{+}\right) \\
&=\frac{1}{c_{1}+c_{2}}\left(d_{i j}^{\prime}\right)^{T} . \\
& d^{\prime}{ }_{i j}=\left\{\begin{array}{cc}
\frac{1}{d_{i j}}, & d_{i j} \neq 0 \\
0, & d_{i j}=0
\end{array}\right. \\
& d_{i j}= \begin{cases}a_{i j}, & 1 \leq i \leq m_{1} \\
b_{i j}, & 1 \leq i \leq m_{2}\end{cases}
\end{aligned}
$$

then, we have
(i)

$$
D D_{1} D=\binom{A}{B} \frac{1}{c_{1}+c_{2}}\left(\begin{array}{ll}
c_{1} A^{+} & c_{2} B^{+}
\end{array}\right)\binom{A}{B}
$$

$$
\begin{aligned}
& =\frac{1}{c_{1}+c_{2}}\left(\begin{array}{ll}
c_{1} A A^{+} & c_{2} A B^{+} \\
c_{1} B A^{+} & c_{2} B B^{+}
\end{array}\right)\binom{A}{B} \\
& =\frac{1}{c_{1}+c_{2}}\binom{c_{1} A A^{+} A+c_{2} A B^{+} B}{c_{1} B A^{+} A+c_{2} B B^{+} B} \\
& =\frac{1}{c_{1}+c_{2}}\binom{c_{1} A+c_{2} A}{c_{1} B+c_{2} B}=D
\end{aligned}
$$

(ii)

$$
\begin{aligned}
& D_{1} D D_{1}= \\
& \frac{1}{c_{1}+c_{2}}\left(\begin{array}{ll}
c_{1} A^{+} & c_{2} B^{+}
\end{array}\right)\binom{A}{B} \\
& \frac{1}{c_{1}+c_{2}}\left(c_{1} A^{+}\right.\left.c_{2} B^{+}\right) \\
&= \frac{1}{\left(c_{1}+c_{2}\right)^{2}}\left(c_{1} A^{+} A+c_{2} B B^{+}\right)\left(c_{1} A^{+} \quad c_{2} B^{+}\right) \\
&= \frac{1}{\left(c_{1}+c_{2}\right)^{2}}\left(c_{1}^{2} A^{+}+c_{1} c_{2} A^{+} \quad c_{1} c_{2} B^{+}+c_{2}^{2} B^{+}\right) \\
&= \frac{1}{c_{1}+c_{2}}\left(c_{1} A^{+} \quad c_{2} B^{+}\right)=D_{1}
\end{aligned}
$$

(iii)

$$
\left(D D_{1}\right)^{T}=\left(\binom{A}{B} \frac{1}{c_{1}+c_{2}}\left(\begin{array}{ll}
c_{1} A^{+} & c_{2} B^{+}
\end{array}\right)\right)^{T}
$$

$$
=\frac{1}{c_{1}+c_{2}}\left(\begin{array}{ll}
c_{1} A A^{+} & c_{2} A B^{+} \\
c_{1} B A^{+} & c_{2} B B^{+}
\end{array}\right)^{T}=D D_{1}
$$

(iv)

$$
\left.\left.\begin{array}{rl}
\left(D_{1} D\right)^{T} & =\left(\frac { 1 } { c _ { 1 } + c _ { 2 } } \left(c_{1} A^{+}\right.\right. \\
c_{2} B^{+}
\end{array}\right)\binom{A}{B}\right)^{T} .
$$

So the matrix

$$
D=\binom{A}{B}_{\left(m_{1}+m_{2}\right) \times n}
$$

is a Pseudo Jacket Matrix and

$$
D^{+}=\frac{1}{c_{1}+c_{2}}\left(c_{1} A^{+} \quad c_{2} B^{+}\right)
$$

Example 5: Let

$$
A=B=\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)
$$

are common Jacket Matrix and also Pseudo Jacket Matrix and

$$
A^{+}=A^{-1}=B^{+}=B^{-1}=\frac{1}{2}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) .
$$

Obviously,

$$
A B^{+}=B A^{+} ; B A^{+} A=B ; A B^{+} B=A
$$

So, from Theorem 6, we have matrix

$$
D=\binom{A}{B}=\left(\begin{array}{cc}
1 & 1 \\
1 & -1 \\
1 & 1 \\
1 & -1
\end{array}\right)
$$

is a Pseudo Jacket Matrix and the pseudo inverse

$$
D^{+}=\frac{1}{4}\left(\left(\begin{array}{cc}
1 & 1 \\
1 & -1 \\
1 & 1 \\
1 & -1
\end{array}\right)\right)^{T}=\frac{1}{4}\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1
\end{array}\right) .
$$

Theorem 7: Symmetrically, Let $A_{m \times n_{1}}, B_{m \times n_{2}}$ are Pseudo Jacket Matrix, if $A^{+} B=B^{+} A, A^{+} A B=B$ and $B^{+} B A=A$ then matrix

$$
D=\left(\begin{array}{ll}
A & B \tag{6}
\end{array}\right)_{m \times\left(n_{1}+n_{2}\right)}
$$

is also a Pseudo Matrix.
Theorem 8: For matrix

$$
A=\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right)
$$

if $a_{i}=0$ or $a_{i}^{2}=k, k$ is a constant, then matrix $A$ is a Pseudo Jacket Matrix.

Proof. Based on Theorem 4, we can exchange the rows of matrix $A$ into matrix

$$
B=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
b_{1} \\
\vdots \\
b_{t}
\end{array}\right)=\binom{0}{B_{1}}
$$

where $b_{1}^{2}=b_{2}^{2}=\cdots=b_{t}^{2} \neq 0$, and from Theorem 2, $B_{1}$ is a Pseudo Jacket Matrix. Let $D=\left(\begin{array}{ll}0 & B_{1}^{+}\end{array}\right)$, we have
(i)

$$
B D B=\binom{0}{B_{1}}\left(\begin{array}{ll}
0 & B_{1}^{+}
\end{array}\right)\binom{0}{B_{1}}=B
$$

(ii)
$D B D=\left(\begin{array}{ll}0 & B_{1}^{+}\end{array}\right)\binom{0}{B_{1}}\left(\begin{array}{ll}0 & B_{1}^{+}\end{array}\right)=D$
(iii)

$$
\begin{aligned}
\left(\begin{array}{ll}
B D
\end{array}\right)^{T} & =\left(\binom{0}{B_{1}}\left(\begin{array}{ll}
0 & B_{1}^{+}
\end{array}\right)\right)^{T} \\
& =\left(\left(\begin{array}{cc}
0 & 0 \\
0 & B_{1} B_{1}^{+}
\end{array}\right)\right)^{T}=B D
\end{aligned}
$$

(iv)

$$
(D B)^{T}=\left(\left(\begin{array}{ll}
0 & B_{1}^{+}
\end{array}\right)\binom{0}{B_{1}}\right)^{T}=D B .
$$

So matrix

$$
B=\binom{0}{B_{1}}
$$

is a Pseudo Jacket Matrix, and $D=B^{+}=\left(\begin{array}{ll}0 & B_{1}^{+}\end{array}\right)$. So matrix $A$ is also a Pseudo Jacket Matrix.

Theorem 9: Symmetrically, for matrix

$$
A=\left(\begin{array}{llll}
a_{1} & a_{2} & \cdots & a_{n} \tag{7}
\end{array}\right)
$$

if $a_{i}=0$ or $a_{i}^{2}=k, k$ is a constant, then matrix $A$ is a Pseudo Jacket Matrix.

Are there any other types of Pseudo Jacket Matrix? We see the following theorems and examples.

Theorem 10: Let

$$
H=\left(\begin{array}{cc}
1 & 1  \tag{8}\\
1 & -1
\end{array}\right)
$$

is a honest Jacket Matrix, also a Pseudo Jacket Matrix, if $A=\left(a_{i j}\right)_{m \times n}$ is a Pseudo Jacket Matrix then

$$
B=H \otimes A=\left(\begin{array}{cc}
A & A \\
A & -A
\end{array}\right)=\left(b_{i j}\right)_{2 m \times 2 n}
$$

is also a Pseudo Jacket Matrix.
Proof. As $A=\left(a_{i j}\right)_{m \times n}$ is a Pseudo Jacket Matrix, then

$$
A^{+}=\frac{1}{c}\left(a_{i j}^{\prime}\right)^{T} ; a_{i j}^{\prime}=\left\{\begin{array}{cc}
\frac{1}{a_{i j}}, & a_{i j} \neq 0 \\
0, & a_{i j}=0
\end{array}\right.
$$

We take

$$
D=\frac{1}{2}\left(\begin{array}{cc}
A^{+} & A^{+} \\
A^{+} & -A^{+}
\end{array}\right)=\frac{1}{2 c}\left(b_{i j}^{\prime}\right)^{T} ; b_{i j}^{\prime}=\left\{\begin{array}{cc}
\frac{1}{b_{i j}}, & b_{i j} \neq 0 \\
0, & b_{i j}=0
\end{array}\right.
$$

then we have
(i)

$$
\begin{aligned}
B D B= & \left(\begin{array}{cc}
A & A \\
A & -A
\end{array}\right) \frac{1}{2}\left(\begin{array}{cc}
A^{+} & A^{+} \\
A^{+} & -A^{+}
\end{array}\right)\left(\begin{array}{cc}
A & A \\
A & -A
\end{array}\right) \\
& =\frac{1}{2}\left(\begin{array}{cc}
2 A A^{+} & 0 \\
0 & -2 A A^{+}
\end{array}\right)\left(\begin{array}{cc}
A & A \\
A & -A
\end{array}\right)=B
\end{aligned}
$$

(ii)

$$
\begin{aligned}
D B D= & \frac{1}{2}\left(\begin{array}{cc}
A^{+} & A^{+} \\
A^{+} & -A^{+}
\end{array}\right)\left(\begin{array}{cc}
A & A \\
A & -A
\end{array}\right) \frac{1}{2}\left(\begin{array}{cc}
A^{+} & A^{+} \\
A^{+} & -A^{+}
\end{array}\right) \\
& =\frac{1}{4}\left(\begin{array}{cc}
2 A^{+} A & 0 \\
0 & -2 A^{+} A
\end{array}\right)\left(\begin{array}{cc}
A^{+} & A^{+} \\
A^{+} & -A^{+}
\end{array}\right)=D
\end{aligned}
$$

(iii)

$$
\begin{aligned}
(B D)^{T} & =\left(\left(\begin{array}{cc}
A & A \\
A & -A
\end{array}\right) \frac{1}{2}\left(\begin{array}{cc}
A^{+} & A^{+} \\
A^{+} & -A^{+}
\end{array}\right)\right)^{T} \\
& =\left(\frac{1}{2}\left(\begin{array}{cc}
2 A A^{+} & 0 \\
0 & -2 A A^{+}
\end{array}\right)\right)^{T}=B D
\end{aligned}
$$

(iv)

$$
\begin{aligned}
(D B)^{T}= & \left(\frac{1}{2}\left(\begin{array}{cc}
A^{+} & A^{+} \\
A^{+} & -A^{+}
\end{array}\right)\left(\begin{array}{cc}
A & A \\
A & -A
\end{array}\right)\right)^{T} \\
& =\left(\frac{1}{2}\left(\begin{array}{cc}
2 A^{+} A & 0 \\
0 & -2 A^{+} A
\end{array}\right)\right)=D B .
\end{aligned}
$$

So matrix $B=H \otimes A$ is a Pseudo Jacket Matrix, and

$$
B^{+}=D=\frac{1}{2}\left(\begin{array}{cc}
A^{+} & A^{+} \\
A^{+} & -A^{+}
\end{array}\right)
$$

Example 6: Let

$$
A=\binom{1}{1}
$$

is a Pseudo Jacket Matrix and

$$
H=\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)
$$

is a honest Jacket Matrix then

$$
B=H \otimes A=\left(\begin{array}{cc}
1 & 1 \\
1 & 1 \\
1 & -1 \\
1 & -1
\end{array}\right)
$$

is a Pseudo Jacket Matrix.
Example 7: Let $A=\left(\begin{array}{ll}1 & 1\end{array}\right)$ is a Pseudo Jacket Matrix and

$$
H=\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)
$$

is a honest Jacket Matrix, then

$$
B=H \otimes A=\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1
\end{array}\right)
$$

is a Pseudo Jacket Matrix and

$$
B^{+}=D=\frac{1}{4}\left(\begin{array}{cc}
1 & 1 \\
1 & 1 \\
1 & -1 \\
1 & -1
\end{array}\right)
$$

Further, we have the following theorem.
Theorem 11: Let

$$
J=\left(\begin{array}{ccc}
1 & 1 & 1  \tag{9}\\
1 & \omega & \omega^{2} \\
1 & \omega^{2} & \omega
\end{array}\right)
$$

is a honest Jacket Matrix, also a Pseudo Jacket Matrix, where $\omega \neq 1, \omega^{3}=1$. if $A=\left(a_{i j}\right)_{m \times n}$ is a Pseudo Jacket Matrix, then

$$
B=J \otimes A=\left(\begin{array}{ccc}
A & A & A \\
A & \omega A & \omega^{2} A \\
A & \omega^{2} A & \omega A
\end{array}\right)=\left(b_{i j}\right)_{3 m \times 3 n}
$$

is also a Pseudo Jacket Matrix.
Proof: As $A=\left(a_{i j}\right)_{m \times n}$ is a Pseudo Jacket Matrix then

$$
A^{+}=\frac{1}{c}\left(a^{\prime}{ }_{i j}\right)^{T} ; a^{\prime}{ }_{i j}=\left\{\begin{array}{cl}
\frac{1}{a_{i j}}, & a_{i j} \neq 0 \\
0, & a_{i j}=0
\end{array}\right.
$$

We take

$$
\begin{gathered}
D=\frac{1}{3}\left(\begin{array}{ccc}
A^{+} & A^{+} & A^{+} \\
A^{+} & \omega^{2} A^{+} & \omega A^{+} \\
A^{+} & \omega A^{+} & \omega^{2} A^{+}
\end{array}\right)=\frac{1}{3 c}\left(b^{\prime}{ }_{i j}\right)^{T} ; \\
b^{\prime}{ }_{i j}=\left\{\begin{array}{cc}
\frac{1}{b_{i j}}, & b_{i j} \neq 0 \\
0, & b_{i j}=0
\end{array}\right.
\end{gathered}
$$

then we have
(i)

Because $\omega \neq 1, \omega^{3}=1$, then we have $1+\omega+\omega^{2}=0$, and
$B D B$
$=\left(\begin{array}{ccc}A & A & A \\ A & \omega A & \omega^{2} A \\ A & \omega^{2} A & \omega A\end{array}\right) \frac{1}{3}\left(\begin{array}{ccc}A^{+} & A^{+} & A^{+} \\ A^{+} & \omega^{2} A^{+} & \omega A^{+} \\ A^{+} & \omega A^{+} & \omega^{2} A^{+}\end{array}\right)\left(\begin{array}{ccc}A & A & A \\ A & \omega A & \omega^{2} A \\ A & \omega^{2} A & \omega A\end{array}\right)$
$=\frac{1}{3}\left(\begin{array}{ccc}3 A A^{+} & 0 & 0 \\ 0 & 3 A A^{+} & 0 \\ 0 & 0 & 3 A A^{+}\end{array}\right)\left(\begin{array}{ccc}A & A & A \\ A & \omega A & \omega^{2} A \\ A & \omega^{2} A & \omega A\end{array}\right)=B$
(ii)

DBD
$=\frac{1}{3}\left(\begin{array}{ccc}A^{+} & A^{+} & A^{+} \\ A^{+} & \omega^{2} A^{+} & \omega A^{+} \\ A^{+} & \omega A^{+} & \omega^{2} A^{+}\end{array}\right)\left(\begin{array}{ccc}A & A & A \\ A & \omega A & \omega^{2} A \\ A & \omega^{2} A & \omega A\end{array}\right)\left(\frac{1}{3}\left(\begin{array}{ccc}A^{+} & A^{+} & A^{+} \\ A^{+} & \omega^{2} A^{+} & \omega A^{+} \\ A^{+} & \omega A^{+} & \omega^{2} A^{+}\end{array}\right)\right.$
$=\frac{1}{9}\left(\begin{array}{ccc}3 A^{+} A & 0 & 0 \\ 0 & 3 A^{+} A & 0 \\ 0 & 0 & 3 A^{+} A\end{array}\right)\left(\begin{array}{ccc}A^{+} & A^{+} & A^{+} \\ A^{+} & \omega^{2} A^{+} & \omega A^{+} \\ A^{+} & \omega A^{+} & \omega^{2} A^{+}\end{array}\right)=D$
(iii)
$(B D)^{T}=\left(\left(\begin{array}{ccc}A & A & A \\ A & \omega A & \omega^{2} A \\ A & \omega^{2} A & \omega A\end{array}\right) \frac{1}{3}\left(\begin{array}{ccc}A^{+} & A^{+} & A^{+} \\ A^{+} & \omega^{2} A^{+} & \omega A^{+} \\ A^{+} & \omega A^{+} & \omega^{2} A^{+}\end{array}\right)\right)^{T}$
$=\left(\frac{1}{3}\left(\begin{array}{ccc}3 A A^{+} & 0 & 0 \\ 0 & 3 A A^{+} & 0 \\ 0 & 0 & 3 A A^{+}\end{array}\right)\right)^{T}=B D$
(iv)
$(D B)^{T}$

$$
\begin{aligned}
& =\left(\frac{1}{3}\left(\begin{array}{ccc}
A^{+} & A^{+} & A^{+} \\
A^{+} & \omega^{2} A^{+} & \omega A^{+} \\
A^{+} & \omega A^{+} & \omega^{2} A^{+}
\end{array}\right)\left(\begin{array}{ccc}
A & A & A \\
A & \omega A & \omega^{2} A \\
A & \omega^{2} A & \omega A
\end{array}\right)\right)^{T} \\
& =\left(\frac{1}{3}\left(\begin{array}{ccc}
3 A^{+} A & 0 & 0 \\
0 & 3 A^{+} A & 0 \\
0 & 0 & 3 A^{+} A
\end{array}\right)\right)^{T}=D B .
\end{aligned}
$$

So matrix $B=J \otimes A$ is a Pseudo Jacket Matrix, and

$$
B^{+}=D=\frac{1}{3}\left(\begin{array}{ccc}
A^{+} & A^{+} & A^{+} \\
A^{+} & \omega^{2} A^{+} & \omega A^{+} \\
A^{+} & \omega A^{+} & \omega^{2} A^{+}
\end{array}\right)
$$

Example 8: Let $A=\left(\begin{array}{ll}1 & 1\end{array}\right)$ is a Pseudo Jacket Matrix, and

$$
J=\left(\begin{array}{ccc}
1 & 1 & 1  \tag{10}\\
1 & \omega & \omega^{2} \\
1 & \omega^{2} & \omega
\end{array}\right)
$$

is a honest Jacket Matrix then

$$
B=J \otimes A=\left(\begin{array}{cccccc}
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & \omega & \omega & \omega^{2} & \omega^{2} \\
1 & 1 & \omega^{2} & \omega^{2} & \omega & \omega
\end{array}\right)
$$

is a Pseudo Jacket Matrix and

$$
B^{+}=D=\frac{1}{6}\left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & \omega^{2} & \omega \\
1 & \omega^{2} & \omega \\
1 & \omega & \omega^{2} \\
1 & \omega & \omega^{2}
\end{array}\right)
$$

## IV. MIMO SVD Pseudo Inverse Channel

In the section, we derive MIMO SVD pseudo $\boldsymbol{H} \in \mathbb{C}^{N_{T} \times N_{R}}$ inverse channel. The MIMO channel matrix is decomposed by the singular value decomposition (SVD), that is, we have

$$
\begin{equation*}
\boldsymbol{H}=\boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{V}^{H} \tag{11}
\end{equation*}
$$

where $\mathbf{U}$ and $\mathbf{v}$ are unitary matrices, and $\mathbf{\Sigma}$ is a rectangular diagonal matrix with non-negative real elements which means the element-wise inverse Jacket matrix. The diagonal elements of $\boldsymbol{\Sigma}$ are the singular values of the channel matrix $H$, denoting by $\sigma_{1}, \sigma_{2}, \cdots, \sigma_{N_{\text {min }}}$, where $N_{\min }=\min \left(N_{T}, N_{R}\right)$. In case of $N_{\text {min }}=N_{T}$, SVD in Eq. (11) can be expressed as

$$
\boldsymbol{H}=\mathbf{L} \mathbf{V}^{H}=\underbrace{\mathbf{U}_{N_{\text {in }}} \mathbf{U}_{N_{k}-N_{\text {in }}}}_{\mathbf{U}} \underbrace{\left[\begin{array}{c}
\boldsymbol{\Sigma}_{\mathrm{N}_{\text {in }}}  \tag{12}\\
\mathbf{0}_{N_{R}-V_{\text {in }}}
\end{array}\right]}_{\Sigma} \mathbf{V}^{H}=\mathbf{U}_{N_{\text {in }}} \boldsymbol{\Sigma}_{\mathrm{N}_{\text {lin }}} \mathbf{V}^{H}
$$

where $\mathbf{U}_{N_{\text {min }}}$ is composed of $N_{\text {min }}$ left-singular vectors and $\boldsymbol{\Sigma}_{N_{\text {min }}}$ is a square matrix. In case of $N_{\text {min }}=N_{R}$, SVD in Eq. (11) can be expressed as

$$
\mathbf{H}=\mathbf{U} \underbrace{\left[\begin{array}{ll}
\boldsymbol{\Sigma}_{N_{\text {min }}} & \mathbf{0}_{N_{T}-N_{\text {min }}}
\end{array}\right]}_{\mathbf{\Sigma}} \underbrace{\left[\begin{array}{c}
\mathbf{V}_{N_{\text {min }}}^{H}  \tag{13}\\
\mathbf{V}_{N_{T}-N_{\text {min }}}^{H}
\end{array}\right]}_{\mathbf{v}^{H}}=\mathbf{U} \boldsymbol{\Sigma}_{N_{\text {min }}} \mathbf{V}_{N_{\text {min }}}^{H} .
$$

where $\mathbf{V}_{N_{\text {nei }}}$ is composed of $N_{\text {min }}$ right-singular vectors. Then we get eigenvalue decomposition,

$$
\begin{equation*}
\mathbf{H H}^{H}=\mathbf{U} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{H} \mathbf{U}^{H}=\mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{H} \tag{14}
\end{equation*}
$$

where $\mathbf{U}^{h} \mathbf{U}=\mathbf{I}_{N_{n}} \quad$ and $\quad \boldsymbol{\Lambda} \in \mathbb{C}^{N_{R} \times N_{R}} \quad$ is a diagonal matrix.

The transmitted signal vector is defined as

$$
\begin{equation*}
\boldsymbol{Q}=\boldsymbol{E}\left\{\boldsymbol{x} \boldsymbol{x}^{H}\right\} \tag{15}
\end{equation*}
$$

Then, the channel capacity of MIMO channel is expressed as

$$
\begin{equation*}
C=\max _{\mathrm{tr}(Q)=N_{T}} \log _{2} \operatorname{det}\left(\boldsymbol{I}_{N_{R}}+\frac{E_{x}}{N_{T} N_{0}} \boldsymbol{H} \boldsymbol{Q} \boldsymbol{H}^{H}\right) \tag{16}
\end{equation*}
$$

The channel capacity is given as

$$
\begin{equation*}
C=\log _{2} \operatorname{det}\left(\boldsymbol{I}_{N_{R}}+\frac{E_{x}}{N_{T} N_{0}} \boldsymbol{H} \boldsymbol{H}^{H}\right) \tag{17}
\end{equation*}
$$

Using the eigen decomposition $\boldsymbol{H H}^{H}=\mathbf{U} \mathbf{\Lambda U}^{H}$ and the identity $\operatorname{det}\left(\boldsymbol{I}_{m}+\boldsymbol{A} \boldsymbol{B}\right)=\operatorname{det}\left(\boldsymbol{I}_{m}+\boldsymbol{B} \boldsymbol{A}\right)$, where $\boldsymbol{A} \in \mathbb{C}^{m \times n}$ and, $\boldsymbol{B} \in \mathbb{C}^{n \times m}$ the channel capacity in Equation (17) is expressed as

$$
\begin{align*}
C & =\log _{2} \operatorname{det}\left(\boldsymbol{I}_{N_{R}}+\frac{E_{x}}{N_{T} N_{0}} \mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{H}\right) \\
& =\log _{2} \operatorname{det}\left(\boldsymbol{I}_{N_{R}}+\frac{E_{x}}{N_{T} N_{0}} \boldsymbol{\Lambda}\right) \\
& =\sum_{i=1}^{r} \log _{2} \operatorname{det}\left(\boldsymbol{I}_{N_{R}}+\frac{E_{x}}{N_{T} N_{0}} \lambda_{i}\right) \tag{18}
\end{align*}
$$



그림 1. SNR변화에 따른 MIMO 채널 용량
Fig. 1. MIMO channel capacity with SNR.

We can compute the capacity of the MIMO channel as SNR is varied, when CSI is not known at the transmitter side. Fig. 1 shows the channel capacity as varying the number of antennas. From Fig. 1 that the MIMO channel capacity improves with increasing the number of transmit and receive antennas.

## V. Conclusion

In this paper, we extended the definition of Jacket Matrix to Pseudo Inverse Jacket Matrix, proved some construction theorems of Pseudo Inverse Jacket Matrix, and presented some examples of Pseudo Inverse Jacket matrix. Furthermore we derived MIMO SVD pseudo inverse channel and developed application. We discuss mainly research the applications of Pseudo Inverse Jacket Matrix in many subjects, as MIIMO Channel, SVD, and EVD decomposition.
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