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Abstract Some characters and construction theorems of Pseudo Jacket Matrix which is generalized from Jacket
Matrix introduced by Jacket Matrices: Construction and Its Application for Fast Cooperative Wireless signal
Processing[27] was announced. In this paper, we proposed some examples of Pseudo inverse Jacket matrix, such as
2x4, 3x6 non-square matrix for the MIMO channel. Furthermore we derived MIMO singular value decomposition
(SVD) pseudo inverse channel and developed application to utilize SVD based on channel estimation of partitioned
antenna arrays. This can be also used in MIMO channel and eigen value decomposition (EVD).
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| . Introduction Hadamard transform and its generalizations such as

weighted Hadamard transform have been used for

A MIDST numerous matrices that are being utilized audio and video coding because of the high practical
in engineering applications"™, structured matrices  value of these transformations for representing signal
such as Orthogonal” Hadamard”, Conference™ — and images'™.
Toeplitz”, Unitary™, Circulant”, Hankel'”, Jacket"", Jacket matrix, motivated by the center weighted
etc. matrices play an important role in signal  Hadamard matrix with an inverse-constraint and
processing. Hadamard matrix and its generalizations  introduced by Lee in 1989, is a class of matrices with

are orthogonal matrices with many applications for  their inverse matrices being determined by the
[12]

signal sequence transform and data processing ~.  element-wise of matrices”. They are closely related to
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various famous mathematical objects such as Turyn
orthogonal

designs, etc., which have numerous applications to

and Butson type Hadamard matrices,

many mathematical and theoretical physics problems.
The class of Jacket matrices contains the class of

15 it has a

hadamard and complex Hadamard matrices
large overlap, but does not coincide, with the class of
generalized Hadamard matrices! 7, Especially, several
interesting matrices, such as Hadamard matrix, Haar
matrix, Fourier matrix and Slant matrix, belong to
Jacket matrix family“gmj. Since the inverse matrix of
Jacket matrix can be determined easily, Jacket matrix
and its transforms have been extensively investigated
e addition, Jacket matrix is related to many
useful matrices, such as unitary matrices and
Hermitian matrices that have been potentially applied in
digital signal processing, wireless communications,
cryptography, and so on BRI

But Jacket matrix requires it is a square matrix and
has inverse matrix, and many matrices in practice can
not satisfy these conditions. They are always matrix
4 =(a;),., or not inverse. In this paper, we will
generalize the definition of Jacket matrix to Pseudo
Jacket Matrix, study the existence and its construction.

This paper is organized as follows, In Section II, the
definition of Pseudo Jacket Matrix and some examples
are given. In Section I, we will prove some
construction Theorems of Pseudo Jacket Matrix. In
Section IV, we derived MIMO SVD Pseudo Inverse
Channel and it's applications. Finally, conclusions are

drawn in Section IV.

Il. The Definition of Pseudo Jacket
Matrix

Jacket Matrix was introduced by Prof. Moon Ho
Lee™ as follows:

Definition I: For a square matrix 4 = (@), if
its inverse matrix can obtained simply by an

element-wise inverse, such as

- 1 , , >
47" = ?(a G)salty, =44y

where ¢ is a non-zero constant then, we call matrix

A=(a) as a jacket matrix, and if «, = o for all
1<i, j<n then c=n,

There are many types of Jacket Matrix, such as
Hadamard matn'x[zg], Sylvester-Hadamard Matrix of
Rank 2* [29], block Jacket matrix[am, etc., and many
applicationsm. In this paper, we will extend Jacket
Matrix to Pseudo Jacket Matrix which will have much
more applications in engineering such as MIMO
wireless communications, signal processing, quantum
computations and image processing etc.

Definition 2: For a matrix 4= if its pseudo
inverse matrix can obtained simply by an element-wise
inverse, such as

L1 ; L, a,#0
A :;(a'g) ;oa'y =49
0, a,=0 [€))]

where ¢ is a non-zero constant, and 4+ satisfy:

AA 4 = A4
ATAA" = A"
(A47) = 44"
(A" A4) = 474 @

then, we call matrix 4=().. as a pseudo jacket
matrix.

Remark 1: In Definition 2, if 4 #9 for all 1<i<m,
1<j<n C=nex(mn),

Remark 2: In Definition 2, for matrix 4= @ , if
m=n, then 4* = 4", so the common (honest) Jacket
matrix 4 is also a pseudo Jacket matrix.

Are there pseudo Jacket matrices? We first see the
following examples and theorems.

Example 1: Obviously, each zero matrix O = (0),..
is Pseudo Jacket Matrix, and O =(0),., .

Example 2. Obviously, the diagonal matrix
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o 0 0 0 0
0 o, 0 0 0

.=l 0 e 0 .00
0 0 .. 0 0 0
0 0 .. 0 0

mxn

where 9:#0 1<i is Pseudo Inverse Jacket Matrix,

and ..
Theorem I: The honest Jacket Matrix is also Pseudo
Lo 0 o . o Jacket Matrix.
o, . .
| reversible square Jacket matrix
— 0 0 0
o, Dy, AY = A" and A7' is element-wise
.o T inverse, So matrix A is a Pseudo Jacket matrix.
0 0 - 0 .. 0
0 0 0 0 0 .
Theorem 2: For matrix
0 0 0 0 0

Example 3. Let “ = [1], we take » = +C 1) then

@

v ()3 o]
H -0

(ii)

Jacket Matrix.
Progf- As a; # 0

So B=A" and A is a Pseudo Jacket Matrix.
Example 4: Symmetrically, matrix 4 =4"=(1 1)
is also a Pseudo Jacket Matrix and

1
gL
2 1
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if & =a,=""

Then, we have

construction theorems.

for all 1<i<n, we take

lll. The Construction of Pseudo
Jacket Matrix

In this Section, we will prove some construction
theorems of Pseudo Jacket Matrix, and find that many
types of matrices belong to the set of Pseudo Jacket
matrix. In fact, in a general way, we have the following

=a, #0  then matrix 4 is a Pseudo
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na,

na,

N

na

(ii)

2 _
(i) As & =%

have
a!
a/
and
a,
a1 1
(4B)" = 2=
n\ a
aﬂ
R
aZ
1 4
= ’7 a,
an an
a, a,
1 4
a,
&2
:; a,
4, a4,
al aZ
(iv)
1(1 1
BA) =| | — —
(B4) n(al a,

So B=A" and A is a Pseudo Jacket Matrix.

a,
a, — 4 .
B Theorem 3: Symmetrically, for matrix
AI:(al a, an)
T . 2 2 _ 2 0 . .
1 if g =ay;=--=a,#U then matrix 4 is a Pseudo
o Jacket Matrix and
LN
n :z
1 2
a, a,
+ 1| —
L lj:B AI :; a,
a, a, :
1
— 4
=a’#0 2 a @
n ,then 4 = 4;  we f

Theorem 4. let 4 is a Pseudo Jacket Matrix,

-4 matrix D comes from exchanging two rows I and J

' of 4, then D is also a Pseudo Jacket Matrix.
Proof. Let 7, is the permutation matrix that comes

from exchanging two rows I and J/ of identity matrix

1 Lj I, then
“ i D =P4= (dv)
and
T
4, + -1 _ _ T
a, i T i T Ny T
a, 1
a, + Y ' PR #0
A :Z(a‘f) sa', =14,
0, a, = 0
1
We take
a D, = AP
—_— i
aY
! then
a4,
a = AB 1
n L, o\, 7 d,#0
Do) san =14
0, d,=0
1 Y
and
@)
T
a, DD\D = P,AA*P,P;A = P,A=D
1 a ..
—|| (ii)
an :
a, D\DD, = A"P,P,A4"P;= A'P,; = D,
(iii)
(D) =(P,44°P,) = DD,

-4 -
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Gv)
(D,D)" =(4"P,P,4) = DD.
So the matrix D is a Pseudo Jacket Matrix.
|
Theorem 5. Symmetrically, let 4 is a Pseudo Jacket

Matrix, matrix D comes from exchanging two columns
i and j of 4, then D is also a Pseudo Jacket
Matrix.

Theorem 6., Let 4w > B,
Matrix, if 4B* = B4+, BA*4 =B and AB'B=A then

matrix

bos (;J )

is also a Pseudo Matrix.
Progf: As 4w xus B

«» are Pseudo Jacket

are Pseudo Jacket Matrix,

then
1
—, a,#0
A =t(ay)say={a
! 0, a;=0
and
1
. 1 T —, b,_,.:&O
5 :7(blv) bl =90
2 0, b,=0
We take
1
D = (CIA+ czB+)
¢ +c,
1 T
= d'é’/’)
CI+CZ
1—, d,j¢0
d', = d,
0, , =0
a;, 1<i<m,
dyz b
o LSES N,

then, we have

@

A 1 L[4
DDD=|" |——(c4" ¢B)
B)c +c, B

1 ¢, AA" ¢, ABT\( 4
¢,BA* ¢,BB* |\ B
1 (c,Ad"A+c,AB"B
¢, BA"A+ c,BB"B

1 c,A+c,A
= =D
c,+c,\¢,B+c,B

c +c,

c, +c,

(i)

1 A
D,DD, = A" B*
e ¢ +ec, (C] “ )[BJ
1 + +
. (c]A c,B )

= %(QA*A +¢,BB")(¢, 4" ¢,B")

(c;+c,

= ﬁ(c,z/f +c¢c,A° ¢c,B"+ ch*)
¢ +c,

— 1 + ) —

_C1+Cz (clA c,B )—D]

(iii)
oo =[Gt

1 [e44r
c,+c,¢,BA"

czB*)JT

.
AB*
€2 = DD,
c,BB~

(iv)

O ) %B*>(;‘JJT

(Cjic)z(clA*A +¢,B8") =D,D.
1 2

So the matrix

A
D =
B (my+my)xn

is a Pseudo Jacket Matrix and

1

¢, +c,

D' =

(CIA+ czB")‘

Example 5. Let

are common Jacket Matrix and also Pseudo Jacket
Matrix and

- 43 -
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Obviously,
AB"=BA"; BA'A=B; AB'B=A
So, from Theorem 6, we have matrix
1 1
A 1 -1
D= =
B 1 1
1 -1

is a Pseudo Jacket Matrix and the pseudo inverse
1
1 -1 1 1 1 1
pr=L -1 .
4111 1 4{1 -1 1 -1
1

Theorem 7- Symmetrically, Let 4w <a, > B wa, are
Pseudo Jacket Matrix, if A*'B=B*A4, A*AB =B and
B*BA = A then matrix

D=(4 B),, .., (6)

is also a Pseudo Matrix.
Theorem 8: For matrix

if a,=0 or a] = k  k is a constant, then matrix A4
is a Pseudo Jacket Matrix.

Proof- Based on Theorem 4, we can exchange the

rows of matrix 4 into matrix

0
0 0
B = = s
bl Bl
b/
where b’ =8 =--=b]#0, and from Theorem 2, 5. is

a Pseudo Jacket Matrix. Let 2 = (0 B/ ), we have

is a Pseudo Jacket Matrix, and P=8"=(0 B/). So
is also a Pseudo Jacket Matrix. |
Theorem 9: Symmetrically, for matrix

matrix A4

A:(a1 a, - an), %)

if =0 or a’ =k  k is a constant, then matrix 4
is a Pseudo Jacket Matrix.
Are there any other types of Pseudo Jacket Matrix?
We see the following theorems and examples.
Theorem 10: Let

11
H =
(1 —1] ®)

is a honest Jacket Matrix, also a Pseudo Jacket Matrix,
if 4=1(a;).. is a Pseudo Jacket Matrix then

A4

A
B=H®A4=
A -4

j = (b;) 202
is also a Pseudo Jacket Matrix.

Progf: As 4 =(a,),.. is a Pseudo Jacket Matrix,
then

- 44 -
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1
) 1 AT , _—, a,.].;tO
4 _;(aij) >4y = 4
0, a,=0
We take
! b, #0
At A 7 by
:%(A+ A+J=2L(b'ff)r;b",-= b
- ¢ 0, b =0

then we have

@)

[A A]l[A* A*J[A Aj
BDB = —

A —-A)2\ 4" -4 )\4 -4

_Af2a4 0 (4 4
2 0 2447 )\4 -4
(ii)

(4 44 A1(4 4
DBD=— -
2 A+ _A+ A _A 2 A+ _A+

24040 (a4 a4
4l o 2aa)\a —a

_(1(2474a 0 .
2l 0 -24v4

So matrix B=H ® 4 is a Pseudo Jacket Matrix,

and

B*:D:lA 4
21047 A"

Example 6. Let

()

is a Pseudo Jacket Matrix and

=i )

is a honest Jacket Matrix then

is a Pseudo Jacket Matrix.
Example 7: let 4=(Q 1)
Matrix and
-
H =
1 -1

is a honest Jacket Matrix, then

is a Pseudo Jacket

1
B:H(@A:(1

is a Pseudo Jacket Matrix and

11
11 1
411 -1

1 -1

Bt=D =

Further, we have the following theorem.

Theorem 11: Let
1 1 1
J=|1 o o’

1 o o )
is a honest Jacket Matrix, also a Pseudo Jacket Matrix,
where @ #1, 0’ =1. if 4=(4y),. is a Pseudo
Jacket Matrix, then

A A A
B=J®A=|4 wd &'4|=(b).,
A o’4 wA

is also a Pseudo Jacket Matrix.
Progf As 4= (a;),. is a Pseudo Jacket Matrix
then

. 1 AT , —, a; * 0
A" = ;(a I/') >4y = v
0, a; =0
We take
. A* A* A* |
D=—|4" &’'4" o4 |=—(Ob');
3 + + 2 4+ 36 »
A wA A
l— b, #0
b',=1b, ’
0, b,=0
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then we have
@)
Because

=1, =1, then we have

l+w+w’>=0, and

BDB

A A4 AN(4 4 44 4 4
4wt a4 Ga ot | 4wt B4
AawaA3A* oA dANA T4 oA
M 0 0 Y4 4 A
:103AA*0AaAa}A:B

30 0 3 \4 d4 A

DBD

4 oA ANA A A (4 4 A&
=§A*a§A*m4*AmAafAéA*afA*azA*
4 af GAN\A G4 a4 af da
U4 0 04 A 4
%OM‘AO 4 B4 af |=D

0 0 344)\4 ot B4
(iii)

A A
wd A
dA4 oA

T

(BD)' =

PN NN
W | —

A
4 g4 oA
4 of oA
3447 0 0

-1 0 344" 0
0 0 344"

=BD

(iv)

(DB)'

1A+ A" A4 A A 4
= 3 A A wd || A wAd &*A
A wd" FA4NA &4 wA
344 0

= % 0 3474 0
0 0 3474

(=}

= DB.

So matrix B=J® A4 is a Pseudo Jacket Matrix,

and

A A" A"
w*AT wd*
A" wAt 0*4? [ |
Example 8& Let 4=( 1) is a Pseudo Jacket
Matrix, and

1 1 1
J=|1 o o’
1 0’ o (10)

is a honest Jacket Matrix then
1

11 1 1 1
B=J®A4=|11 0o o o o
1 ? w

1 oo o

2

(2]

is a Pseudo Jacket Matrix and

8 ~ ~

3

B*=D =

o

1
1
w
w

S

2

2

1
1
1
1
1
1

SIS

@
@

IV. MIMO SVD Pseudo Inverse
Channel

In the section, we derive MIMO SVD pseudo

inverse channel. The MIMO channel
decomposed by the

H < CNrxNr
matrix is singular  value

decomposition (SVD), that is, we have
H=Uzv" (11)

where U and V are unitary matrices, and X is a
rectangular diagonal matrix with non-negative real
elements which means the element-wise inverse Jacket
matrix. The diagonal elements of X are the singular

values of the channel matrix H, denoting by

where N =min(No.Np) I case

of Nun =Nz, SVD in Eq. (11) can be expressed as

G150, ’O-'V.m.. y

HABV'{U, Uy, ONJW%W

; (12)
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where Uw. is composed of Nuw. left-singular

In case of

Noin = Ni, SVD in Eq. (11) can be expressed as

vectors and V.. is a square matrix.

Vi, .
H=U .:E:\"mm 0:\"1 ~Nosin ] VH = UENmm VNmm
Yy Nr=Nuin
z

i - (13

where Vv.. is composed of Nuw right-singular

vectors. Then we get eigenvalue decomposition,
HH" =UZx"U" =UAU" (14)

U"U =1,,

where and A eCY*"r i g

diagonal matrix.
The transmitted signal vector is defined as

0 = E {xx"} (15)

Then, the channel capacity of MIMO channel is

expressed as

C = max log,det| I, + E, HQH"
(Q)=Ny "* NN, (16)
The channel capacity is given as
E "
C =log,det| I, + *HH
" NN, a7

Using the eigen decomposition HH" =UAU" and
the identity det(Im*AB):det(Im*BA), where 4 eC™"

and , BeC"”" the channel capacity in Equation (17)

is expressed as

Q
I

E.
=log, det{INR + N £

T 0

UAUHJ

E
=log, det| I, + LA
g, [ Ve TN ]

. E
=Y log,det| I, +—*—2, (18)
pe NN,

25

—6— Tx=1 Rx=1
—<— Tx=1 Rx=2
20 —8— Tx=2 Rx=1
—H— Tx=2 Rx=2
—&A— Tx=4 Rx=4

Capacity(bps/Hz)

0 2 4 6 8 10 2 14 16 18 20
SNR [dB]

a2 1. SNRESI0| = MIMO Y 22
Fig. 1. MIMO channel capacity with SNR.

We can compute the capacity of the MIMO channel
as SNR is varied, when CSI is not known at the
transmitter side. Fig. 1 shows the channel capacity as
varying the number of antennas. From Fig. 1 that the
MIMO channel capacity improves with increasing the

number of transmit and receive antennas.

V. Conclusion

In this paper, we extended the definition of Jacket
Matrix to Pseudo Inverse Jacket Matrix, proved some
construction theorems of Pseudo Inverse Jacket Matrix,
and presented some examples of Pseudo Inverse Jacket
matrix. Furthermore we derived MIMO SVD pseudo
inverse channel and developed application. We discuss
mainly research the applications of Pseudo Inverse
Jacket Matrix in many subjects, as MIMO Channel,
SVD, and EVD decomposition.
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