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<Abstract>

In this paper, we discuss the belief propagation decoding algorithm for polar codes. The

performance of Polar codes for shorter lengths is not satisfactory. Motivated by this, we

propose a novel technique to improve its performance at short lengths. We showed that the

probability of messages passed along the factor graph of polar codes, can be increased by

multiplying the current message of nodes with their previous message. This is like a

feedback path in which the present signal is updated by multiplying with its previous signal.

Thus the experimental results show that performance of belief propagation polar decoder can

be improved using this proposed technique. Simulation results in binary-input additive white

Gaussian noise channel (BI-AWGNC) show that the proposed belief propagation polar

decoder can provide significant gain of 2 dB over the original belief propagation polar

decoder with code rate 0.5 and code length 128 at the bit error rate (BER) of   .
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Ⅰ. Introduction
1)

Polar codes have drawn the attention of many

researchers because of their capability to achieve the

Shannon’s capacity. To prove that polar codes can

achieve the Shannon’s limit, Arikan introduced the
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successive cancellation (SC) decoding of polar codes

[1]. However, to achieve the Shannon’s limit using

SC decoding, the length of the polar code should

tend to infinity, which is not practically feasible.

Since the invention of polar codes, many

researchers have proposed many variations in SC

decoder to improve the performance of polar codes

at finite lengths. Successive-cancellation list (SCL)

decoder was proposed, showing that the

performance of the SCL decoder is close to the

maximum-likelihood (ML) decoding [2]. To further
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improve the performance of polar codes, Niu and

Chen showed that, with CRC aided, the

performance of SCL decoder becomes comparable

to the state-of-the-art LDPC codes [3]. In order to

improve the time and space complexity of the SC

decoder, Niu proposed successive-cancellation stack

(SCS) algorithms [4]. The successive-cancellation

hybrid (SCH) algorithm combines the features of

SCL and SC and approaches the performance of

ML decoding with acceptable complexity [5]. These

SC decoders can achieve good error-correcting

capability with low complexity, however, for

high-speed real-time applications, this serial

decoding scheme of polar codes poses the challenge

of high throughput and latency.

To overcome the issues of throughput and

latecncy, researchers investigated the belief

propagation (BP) algorithm for polar codes. Arikan

proposed the BP decoding of polar in [1] and

showed in [6] that the performance of polar codes

under BP decoding is better than SC decoding.

However, the performance of polar codes using

the BP decoding is still not satisfactory. Therefore,

in this paper we proposed a modified BP decoder

to improve the performance of polar codes for finite

lengths. In the proposed BP decoder, the nodes are

multiplied by their previous values instead of just

using their current values. By multiplying the

previous values of the nodes with their current

values the reliability of the propagated messages

along the factor graph is improved, which in turn

increases the performance of BP decoder. The

simulation results shows that the performance of BP

decoders can be improved by 1-2 dB using the

proposed decoder.

The remainder of this paper is organized as

follows. In section II we give a short background of

polar codes and introduce the belief propagation

decoding of polar codes in section III. The proposed

decoder is explained in section IV, with the

proposed changes in the nodes of BP decoder.

Section V gives the simulation results. Finally this

paper is concluded in section VI.

Ⅱ. Polar Codes
Polar coding is based on the idea of channel

polarization, as proposed by Arikan [1]. This effect

becomes prominent when  grows large and the

symmetric capacity terms, 
   ≤ ≤, of 

independent copies, 
, of binary discrete

memory-less channels, , tend to 0 or 1, for all

except for some indices. It means that the channel

is completely noiseless when    and

completely noisy when   . The idea of polar

coding is to transmit the information bits on these

noiseless channels, while fixing the rest of the bits

to a value known to both the sender and the

receiver. Since we will only deal with binary

symmetric channels in this paper, we will set the

fixed positions to zero.

Based on the idea of channel polarization, polar

codes can be constructed using a code length of

   , a dimension , a rate  , and a set of

frozen bits  . The Bhattacharyya method is used to

choose frozen bits set [1]. Thus, the source binary

vector 
    , with  information bits
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<Fig. 1> Construction of polar code for   , according to 
generator matrix 

and  frozen bits, can be used to generate code

word 
     such that


  

 (1)

where  is the bit reversal permutation matrix and

 
⊗ , where ⊗ denotes the kronecker product,

 log and  


 


 

 
. In practice, the construction

procedure of polar codes requires  log stages as

shown in figure 1. Polar code factor graph can be

constructed using basic computational blocks (BCB)

and for a polar code of length  , there will be 

BCB. The construction of BCB is according to the

generator matrix  , having two inputs and

outputs as shown in figure 2. We denote input

nodes of  PE in stage  by variables  ,

  for ≤ ≤ and ≤ ≤, output

nodes are  ,   respectively, and for

each BCB we have

    ⊕  (2)

     (3)

where ⊕ denotes the modulo-two sum,    ,

≤ ≤, and    , ≤ ≤.

Ⅲ. Belief Propagation Decoding of Polar 
Codes

Belief propagation decoding, also known as the

sum-product algorithm, has been extensively

studied for LDPC codes for many years. It is not

only used for channel coding, but also in many

other fields like computer vision, image processing,

and medical research. It has been proved that the

complexity of decoding polar codes under BP is

 [6-8].

The belief propagation decoding of polar codes is

based on the factor graph of the code [1]. Each

node   or   in the BCB of polar code

(see figure 2), have two types of messages:

left-to-right messages and right-to-left messages.

These messages are first propagated from left to

right and then from right to left, which completes

one round iteration of BP algorithm for polar codes.

The process continues until the decoder satisfies the

equation 


 , or the decoder reaches the

maximum number of iterations.

Consider the figure 2, which depicts the BCB for

a polar code. Let 
 and 

 are the

right-to-left probability messages passed to the

input nodes of the  BCB in stage , where  is

the iteration number. 
 and 

 are
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<Fig. 2> Diagram of BCB in the original BP decoder

the left-to-right probability messages passed from

the input nodes. Similarly, 
  and


  are the right-to-left probability

messages passed from the input nodes, 
 

and 
  are the left-to-right probability

messages passed to the output nodes. We will use


 to represent both 

 and 
 , and

similarly for 
 . During the procedure of belief

propagation the update messages for these nodes

will be calculated with the help of following

equations:


  

 ⊗


 ⊙




  

⊗
 ⊙


 


   

⊗


⊙

 


   

⊗
 ⊙




(4)

The above equations can be further explained as

⊗  ⊕ and ⊙    , where ⊕ and

⊕ can be given as

⊕      

⊕      

      

       (5)

where   and   represents the probability of

 being equal to 0 and 1, respectively. After

reaching the maximum iteration number max , the

BP decoder will output the decoded vector




 


  as

     ≻  

 
(6)

Ⅳ. Proposed Method
It is evident from [9] and [10] that the

performance of polar codes of finite length is poor.

Motivated by this, we investigated the polar codes

and the BP decoder. In [8] and [11], it is noted that

the nodes in the factor graph of polar codes have a

degree of two or three, while for LDPC codes,

check nodes and variable nodes have an average

degree of more than three. This is the reason why

polar codes do not perform well at shorter lengths.

Based on the bad performance of short polar

codes, we propose a new method to improve the

performance of these short codes. Due to the very

small degrees of nodes in the case of polar codes,

the belief that is passed between the factor graphs

is distorted over multiple iterations. Moreover, if

only one bit is incorrectly decoded, it will pass the

wrong belief to all of the other nodes, and the

correct code word cannot be decoded. We propose

to multiply the nodes by their previous messages,
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<Fig. 3> Construction of the proposed BP polar decoder for 
  

<Fig. 4> Diagram of BCB in the proposed BP decoder

in order to increase the reliability of propagated

messages. This is like a feedback path in which the

previous signal is fed to the present signal, as

shown in figure 4, so that the present signal does

not go out-of-bounds. The first iteration in the

proposed BP decoder will remain same as that of

the original BP decoder, while the subsequent

iterations will be different; i. e., in the next iteration,

the update equations will be multiplied by their

previous messages.

The new diagram for BCB is shown in figure 4,

where the red node is the new node which stores

the previous message of the current node, and


 is the messages from this new node(


 represents both the input 

 and

output 
  nodes ). These new messages will

be fed to the current nodes and the message update

equations will be modified by ‘⊙’ operation. Hence,

the new message update equations for the BP

decoder can be written as:




 


⊗




⊙







  


⊗


⊙









 


⊗




⊙







  


⊗


⊙






(7)

where 


  

⊙
 


 

⊙
.

For instance, consider that the current left messages

of node  are    and

   , and its previous messages are

    and    . According to

(7), the normalized new messages of the left nodes

will be    and    . This

shows that the reliability of the messages is

increased. This analytical result shows that the

performance of the BP decoder will be improved

with the new method, and this is also proved with

the simulation results in the next section.

V. Simulation Results
In this section, we present the simulation results

for our proposed algorithm for short polar codes.

The polarized channels carrying the information bits

are selected according to the method given in [1].

The code rate is 0.5, and the code word is
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<Fig. 5> Comparison of BER between the original and proposed 
BP Polar decoder for   
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<Fig. 6> Comparison of BER between the original and proposed 
BP Polar decoder for   

transmitted over a binary input AWGN channel

with antipodal signaling. For each value, 1,000

codewords are transmitted, and the maximum

number of iterations, max , is set to 60.

It can be seen from figure 5 and figure 6 that the

performance of our proposed algorithm is better

than the standard BP algorithm, especially at higher

values of SNR. Figure 5 shows the performance of

polar codes for    , and it can be seen that the

performance of our proposed algorithm is better

than the standard algorithm by 2 dB at BER of

  . At BER of   we see SNR advantage of

approximately 2.5 dB, which shows that the SNR

advantage increases as the value of SNR increases.

It is shown in figure 6 that for    , the

performance for small values of SNR is same as the

standard BP algorithm. However, at higher values

of SNR, the performance of proposed algorithm is

still better; e. g. at BER of   and   we

observed SNR advantages of 0.6 dB and 1 dB,

respectively. Hence, it can be concluded that the

performance of our proposed BP decoder is better

than the original decoder.

VI. Conclusion
We studied the BER performance of short polar

codes under belief propagation decoding. We

analyzed the factor graph of polar codes and

showed that by multiplying the previous messages

of the nodes with their current messages, the

reliability of the propagated messages can be

improved. Simulation results show that the

proposed method achieves a gain of 2 dB at higher

SNR values over the original BP decoder.
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