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Abstract 
 

Energy efficiency is critical for Wireless Sensor Networks (WSNs) since sensor nodes usually 
have very limited energy supply from battery. Sleep scheduling and nodes cooperation are two 
of the most efficient methods to achieve energy conservation in WSNs. In this paper, we 
propose an adaptive energy optimization approach for target tracking applications, called 
Energy-Efficient Node Coordination (EENC), which is based on the grid structure. EENC 
provides an unambiguous calculation and analysis for optimal the nodes cooperation 
theoretically. In EENC, the sleep schedule of sensor nodes is locally synchronized and 
globally unsynchronized. Locally in each grid, the sleep schedule of all nodes is synchronized 
by the grid head, while globally the sleep schedule of each grid is independent and is 
determined by the proposed scheme. For dynamic sleep scheduling in tracking state we 
propose a multi-level coordination algorithm to find an optimal nodes cooperation of the 
network to maximize the energy conservation while preserving the tracking performance. 
Experimental results show that EENC can achieve energy saving of at least 38.2% compared 
to state-of-the-art approaches. 
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1. Introduction 

A typical Wireless Sensor Network (WSN) consists of a large amount of small, low-cost, and 
wirelessly connected sensor nodes deployed in an unattended natural environment. The sensor 
nodes are usually battery-powered and therefore have a limited lifetime. It is infeasible to 
replenish energy via replacing their battery after deployment. Thus, reducing energy 
consumption to prolong the network lifetime is the most critical issue in the design of WSNs.  

Sleep/wake scheduling of sensor nodes is one common approach to conserving energy 
after the network is deployed. The main idea of sleep scheduling is to keep a minimal number 
of sensor nodes active, in order to provide a necessary coverage of the sensing field, and to put 
the other nodes in sleep mode. When a sensor node is put into sleep mode, it is completely shut 
down except for one timer, which must keep on in order to wake up the node after the 
designated sleep time and consumes extremely low power. A sleep scheduling scheme makes 
the decision of: (1) which nodes can sleep, and (2) how long they can sleep.  

Since WSNs are highly application-specific, an efficient sleep scheduling scheme should 
take the special features of an application into account. In this paper, we target the target 
tracking application, which is one of the most important WSN applications. In a 
target-tracking WSN, the events of interest occur usually randomly and therefore the time of 
their occurrences is hardly predictable. After entering the sensing field, the roaming path of the 
target is also random. Hence, for a sensor node it is difficult to know when a target will enter 
its sensing area. If it always keeps active, the long time in idle mode is the major source of 
energy waste. On the other hand, if the sensor nodes are blindly turned off to save energy, it is 
very likely to miss the target. Therefore, it is highly desired to find a sleep scheduling scheme 
that adapts to the dynamic features of target tracking applications [1, 2, 3]. 

Some previous approaches assign each sensor node a fixed sleep/wake schedule [4, 5, 6]. 
This simple sleeping scheme cannot adapt to the dynamic features of target tracking 
applications. Instead, some coordinate approaches suit better by dynamically adjusting the 
sleep/wake schedule of each node using information from neighboring nodes [7, 8, 9]. 
However, by using this scheme two other problems arise: (1) the frequent communications 
among neighboring nodes introduce a large overhead on traffic load, and (2) unsynchronized 
sleeping of the nodes increases the end-to-end delay of multi-hop data transmission. Hence, 
none of the previous approaches has achieved all goals of adaptability to moving targets, high 
energy conservation and high tracking performance. Moreover, in [22] we propose a 
hierarchically power management approach, which divides the network into hierarchical 
layers. Just one layer is in tracking state in one time instant and the others are in sleep state to 
save energy. However, the central sink controls  the type of hierarchical layer and sleep 
strategy in each hierarchical layer, in which the information of moving target needs to be 
transmitted to the sink in time in order to make a decision. In [15], we propose a distributed 
sleep strategy and delay reduction approach in which each GH decides its sleep interval by the 
information from its neighbours instead of the sink. Nevertheless, it does not consider the 
relation of network size and nodes cooperation. This paper improves previous two approaches 
by optimal the nodes cooperation according to network size for  maximum energy efficiency.  

In this paper, we propose a novel energy optimization scheme, called Energy-Efficient 
Node Coordination (EENC), for target tracking WSNs to achieve the aforementioned goals. 
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EENC is based on a grid-based network structure, where the entire sensing field is divided into 
virtual grids. The grid structure is well studied in the literature [1, 10, 11, 12, 13, 14].  

In EENC, the sleep scheduling is locally synchronized and globally unsynchronized. 
Locally in each grid, all nodes have the same sleep time and synchronized by the head. 
Globally, all grids can have independent sleep schedules. We define two network states: 
surveillance state when no event of interest occurs and tracking state when a target enters the 
sensing field. In surveillance state we propose to assign a static sleep time to each grid 
according to the shortest distance to the border, which in tracking state we propose a 
multi-level coordination scheme for finding optimal nodes cooperation around the target to 
maximize the energy conservation. Summarizing: the contribution of this paper is to propose 
the EENC scheme. The advantages of EENC are summarized as follows: 
 High energy conservation: novel sleep scheduling schemes are proposed for both 

surveillance state and tracking state to maximize the sleep time of nodes. In our 
coordinated scheme the collaboration is established among grids. The amount of control 
packets sent among the grid heads is much less that among the nodes, leading to less 
traffic overhead. 

 Good adaptability to moving targets: the sleep scheduling scheme in tracking state can 
find an optimal node cooperation around the target. Although the target moves 
dynamically and randomly, the nodes around it can be woken up in time to avoid target 
missing. 

 High tracking performance: In each grid the grid head is always active, and therefore, data 
transmission paths with good connectivity can be established among the grid heads. Good 
connectivity and low target miss rate lead to very high tracking performance. 

      The rest of this paper is organized as follows: Section 2 gives an overview of related work. 
Then, Section 3 presents the proposed approach in detail. The experimental results are shown 
in Section 4. Finally, we conclude the paper in Section 5. 

2. Related Work 
A simple scheme for sleep scheduling of sensor nodes called Fully Synchronized Pattern is 
proposed in [4]. In this scheme, all nodes periodically wake up for a fixed time. However, it 
requires global synchronization of the nodes, which is very difficult to implement. In [5], a 
self-scheduling mechanism is presented, which allows nodes to independently decide whether 
to be active or to sleep. Each node keeps a timer to record how long no event has been detected 
and goes to sleep after this timer times out. An asynchronous scheme is proposed in [6]. It 
allows each node to independently wake up by guaranteeing that the active periods of 
neighbors are always overlapped within a specified cycle. Although this scheme does not need 
a tight synchronization among nodes, it usually leads to long data transmission delay. 
Moreover, in this scheme the length of sleep and active periods is fixed and cannot adapt to 
variations in target tracking applications. 

An on-demand scheme, as introduced in [16], is ideal for target tracking WSNs. In this 
scheme, a node can be woken up anytime when it needs to execute the task. The 
implementation of such a scheme typically requires two different channels: a data channel for 
normal data communication and a wakeup channel for waking up the sleeping nodes [16]. 
However, the wakeup channel works only for a short distance between nodes, typically a few 
meters. This strongly limits the applicability of this scheme. Moreover, the wakeup radio is 
costly and is not shipped with commonly used sensor platforms. 
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Zamora et al. propose an adaptive coordinated sleep scheduling scheme [8, 9], where each 
node periodically broadcasts a message to its neighbors to indicate whether there is a target 
being detected. In this way, nodes are aware of the status of their neighbours. A node can enter 
sleep mode if its neighbors do not detect any target. However, due to the high density of sensor 
nodes in WSNs, the frequent broadcasts will dramatically increase the traffic load and lead to 
congestions and high energy consumption. A similar scheme is also proposed in [7]. 

In [17] a prediction algorithm is developed to predict the target movement. Thus, only the 
nodes around the target’s next position need to wake up. However, such prediction algorithms 
have high accuracy for regularly moving objects but not for highly randomly moving objects 
such as wild animals. Inaccurate predication will result in low tracking performance. 

3. Energy-Efficient Node Coordination Approach 
In EENC, the network operations of a target tracking WSN have two states: surveillance state 
and tracking state. In surveillance state, since there is no target to track, intuitively, the sensor 
nodes are allowed to work in the low-power mode and have longer sleep time. Nevertheless, 
they need to keep a certain level of vigilance in order to detect the intrusion of a target in time. 
In tracking state, the network is responsible for tracking the path of the moving target and 
reporting the location information to the sink. In this state, the nodes around the target must 
wake up to respond to the target’s movement, while the other nodes can still sleep to conserve 
energy. However, they must turn into a higher level of vigilance, because they must assure that 
they are awake when the target enters their sensing areas.  

3.1 Network Model 
We consider a static WSN, which consists of one sink and n randomly and evenly distributed 
sensor nodes in a two dimensional M×M sensing field. The sink is assumed to have an infinite 
power supply, and it gathers the sensing data from the sensor nodes. We assume each node is 
aware of its location after deployment (e.g., by running a light-weight localization algorithm 
such as the one proposed in [18]). The whole sensing field is divided into K×K grids of the 
same size. Fig. 1 illustrates the grid structure. The size of each grid isα α× , and therefore, 

/K M α= . In each grid, one node with the most residual energy is selected as the grid head 
(GH). The role of GH rotates when the energy of the current GH falls under some level. In the 
definition of virtual grid, any pair of nodes in two adjacent grids can directly communicate 
with each other [10, 11]. Thus, the following condition must be fulfilled: 
 

2 2 2(2 ) (2 )      or      
2 2

trans
trans

RRα α α+ ≤ ≤                                                (1) 

 

where Rtrans is the transmission range of a sensor node.  
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Fig. 1. Illustration a grid structured sensor network 

All sensor nodes have active and sleep modes. Active mode is further divided into working 
and idle states. In sleep mode, a sensor node cannot be woken up externally and has to set an 
internal timer to determine the time of waking up. 

3.2 Sleep Optimization in Surveillance Stage  
In target tracking sensor network, the users are only interested in the occurrence of a certain 
event. These interesting events don’t happen frequently. When no target occurs, it would be a 
significant waste of energy if all the nodes always keep active. Sleep optimization is 
dynamically getting a part of nodes sleep as long as possible to reduce energy consumption and 
guarantee tracking performance. In this paper, the sensor nodes have active and sleep states. In 
detail, the active state includes work and idle states. In work state, nodes sense a target, send or 
receive data, while in idle state, nodes do not detect any target and just listening from others. In 
sleep mode, the node could not execute any function, and it could not be woken up externally. 
Although sleep state has less power consumption, it incurs a longer latency and a higher 
energy to awaken. Therefore, it is clear that the node should get into a sleep state only when its 
idle period will be long enough. Thereby, estimating the idle time of nodes is crucial in sleep 
optimization.  

Initially, the idle time of a node is estimated by the distance between the node and the 
network border, because the target has to pass the network border before it gets into the 
sensing area. As illustrated in Fig. 2, the grids in a square-formed field are divided into layers. 
From the border to the center the layer number increases and the estimated idle time of the 
node also increases. Thus, the estimated idle time of the nodes in the border is 1 max/L senst R v= , 
where maxv is the maximum speed of the target and sensR is the sensing range of the node.The idle 
time of the nodes in the other layers is decided by the shortest distance from their grid border 
to the border of the sensing field. For example, for a grid in L2 the idle time is estimated 
as max/ vα . In the same way, the estimated idle time of the grids in layer Li is max( 1) /i vα− × in 
surveillance state.  

Since the idle time of the nodes have uncertainty and are closely related to the events 
occurred in the sensing area, the estimated idle time is not always accuracy. Considering the 
situation at the most of the time, the movement trajectory of the target is continuous in the 
local area. As a result, the two contiguous idle periods of the node are correlated and continuity. 
We can utilize this characteristic to make the estimated idle time more precise. To deal with 
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the emergencies and correct a deviation of the estimated idle time, the estimated idle time of 
the node nj can be expressed by the follow equation. 

 
( )/ ( ) ( )/ ( )( 1) ( ) (1 ) ( )j j j j

j j j
t p t p t p t pt p e t p e t pθ θ− −+ = + −                                (2) 

 
Where p ={0,1,2,…}. ( )jt p  and ( )jt p are the actual and estimated idle time in the current 

time, respectively.  ( 1)jt p + is the estimated idle time for the next time instant.  (0.1 10)θ θ≤ ≤ is a 
constant used to adjust the exponential convergence rate. ( )/ ( )j jt p t pe θ− denotes the correct 
coefficient of the estimated deviation. When the actual idle time is equal to the estimated idle 
time in the current time i.e. ( ) ( )j jt p t p= , the next estimated value is ( 1) ( ) ( )j j jt p t p t p+ = = . 

When ( ) ( )j jt p t p>> , then ( )/ ( ) 0j jt p t pe θ−
≈ and ( 1) ( )j jt p t p+ = . That is, the next estimated idle time is 

equal to the current estimated idle time when the actual idle time is larger than the estimated 
one at the current time. This way avoids overestimating the next idle time when the current 
idle time is much longer than the normal situation. When ( ) ( )j jt p t p<< , then ( )/ ( ) 1j jt p t pe θ−

≈ and 
( 1) ( )j jt p t p+ = . Here, the next idle time is estimated as the current actual idle time value because 

the two contiguous idle periods of a node are correlated and continuity. Moreover, it also 
avoids overestimating the next idle time in the case of ( ) ( )j jt p t p<< . After acquiring the 
corrected idle time value, each node adjusts its sleep/active state in terms of the corrected idle 
time value.  

 
Sleep schedule in the surveillance stage 

Fig. 2. The sensor nodes near to the network border keep more alert and have less sleep time. By 
contraries, the nodes near to the network center have more sleep time. The sleep time of nodes is 

calculated by how far from the grid to network border. 

 

3.3 Dynamic Sleep Optimization in Tracking State 
When a target is detected in a grid, the node that catches the target first sends the message 
“target_detected” to its GH, The Grid Members (GMs) in the same grid will overhear this 
message and then immediately turn into tracking state to collaboratively measure the target’s 
location. The GH then forwards the message hop-by-hop to the sink. After receiving the 
message, the sink immediately broadcasts it to all GHs in the sensing field to inform them to 
turn all grids into tracking state. When the target moves out of the sensing field, the sink will 
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broadcast another message “target_ left” to all GHs to switch all grids back to surveillance 
state. In the last subsection, we have discussed the sleep scheduling of each node in 
surveillance state. In this subsection, we deal with the dynamic sleep scheduling of each node 
in tracking state. 

In our dynamic sleep optimization algorithm, the grids are divided into three parts: 1) 
tracking grid, which includes the target. All nodes in a tracking grid should remain active to 
perform the tracking operation. The target’s information collected by the grid members is 
aggregated at the GH, which then transmits the aggregated data through a multi-hop path to the 
sink. 2) neighboring coordinated grid, whose GH can receive the detected information from 
the GH of tracking grid; 3) border grid, which is at the network border and should keep alert 
to prepare for detecting another targets. 

The detected information broadcasted by the GH who detects a target or gets the detected 
information form its GMs.The range of neighboring coordinated grid decided the sleep time of 
the interior GMs. One hop neighbors coordination means when a GH makes PM decisions, it 
just considers the detected information from its immediate neighbor GHs (shown as Fig. 3 (a)). 
If a GH does not receive the detected information, it can obtain the distance from the target to 
itself is larger than the side length of one gridα so that the sleep interval of the GMs in these 
grids is the same as the GMs in the layer L2 (shown as Fig. 3 (b)). If the detected information 
is transmitted to the H-th hop GHs, the GHs who do not receive the detected information, it 
can obtain the distance from the target to itself is larger than Hα . Therefore, the GMs in these 
grids has the longer sleep interval (shown as Fig. 3 (c,d)).Therefore, the more hops the 
detected information is transmitted, the more sleep time GMs can get, however, the more 
transmission energy costs. Thus, it is a tradeoff between the sleep time and the transmission 
energy cost. A GH calculates the sleep time for its GMs in three different cases.  

 

 
 

Fig. 3. Dynamic sleep optimization in different level neighbors coordination  

The first case is that the GH neither detects any target nor receives any target information 
from others during a time period. The maximum sleep time of GMs is decided by the 
following equation, 

max
trac

Ht
v
α

=                                                                   (3) 

where H is the number of the coordinated hops.  

The second case is that the target is detected by the GH or its GMs. The GMs keeps active 
until the target moves out of sensing area of its grid, and it decides the sleep time of its GMs 

 
(c) information broadcasting (d) 2-hop coordination 

Grid in L1 Grid in L2 Grid head Sensor node Grid in L3 Broadcast detected information Tracking grid 

  
(a) information broadcasting (b) one-hop coordination 
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tract = 0. Then the GH broadcasts a detected information message to its neighbour GHs so that 
they can prepare to track the target at the next moment. 

The third case is that the GH receives the target information from its neighbors. Thus the 
GH can calculate the maximum sleep time for its GMs by following equation, 

 

max

( 1)
trac

ht
v

α−
=                                                                 (4) 

where h is the h-th hop the detected information transmitted from the GH of the tracking grid. 
Therefore, the sleep time of the GMs in tracking stage can be set as min { tract , survt }, in which 

survt is the sleep time of the GMs in the surveillance stage. Each GH decides if the sleep time of 
its GMs needs to be changed based on the information it received. When there is a change on 
the sleep time value of GMs, the GH informs its GMs about the updated sleep time in the next 
active instant. The GMs receive a new sleep time from its GH and adaptively adjust the current 
sleep mode. 

In this way, sensor nodes will get the target movement information from the GHs in 
neighboring area and accurately estimate the sleep state and time interval. In addition, 
transmitting the target information only among GHs instead of that among all the sensor nodes 
can reduce the communication cost and information redundancy. 

When we increase the neighboring coordinated grids located multi-hop away from the 
tracking grid, the communication costs are also increased. This requires a balance between the 
transmitting energy consumption and the energy saving of GMs who can sleep more. For 
example, in Fig. 3 K=8, when the neighboring coordinated grids are only immediate neighbor 
of the current grid, the worst case is that 36 grids are in layer L1 and 27 grids are in layer L2. 
When the coordinated multi-hop number H=2, the better case is that 36 grids are in layer L1, 
20 grids are in layer L2 and 7 grids are in layer L3 which have more sleep time than that in 
layer L1 and L2, however, when the target moves to the network center, the worst case is the 
same as the situation when H=1. Moreover, the communication cost when H=2 is larger than 
that when H=1. Therefore, when K=8, the increase of the coordination level from one to two 
hops does not make any grid sleep longer but consumes more energy for broadcasting 
messages. Whereas, when the network is enlarged to 16×16, as shown in Fig. 4, the increase 
of the coordination level from one to two allows many grids to sleep for one level longer. 
(There are 119 grids have longer sleep time when H=2 than that when H=1.) Thus, increasing 
H results in optimal energy saving when K=16. In what follows, we conduct an analysis. 

 

       

 
Fig. 4. Dynamic sleep optimization in H-hop neighbors coordination  

Grid in L3 Grid in L1 Grid in L2 Tracking grid 

(a) H=1 (b) H=2 
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On the one hand, when H increases, the energy saving is brought by more GMs can have 
longer sleep time. Since the sleep time of GMs is set as min { tract , survt }, if the value of H 
should be satisfied Inequation (5), the number of grids whose members can have longer sleep 
time in the deeper layer is increased and the multi-hop coordination will make sense. 

 
2 2( 2 ) (2 1) 0K H H− − + >                                                           (5) 

 

therefore, 1) / 4(KH −< . For a period of time T, the energy saving by the longer GMs sleep 
from H-1 hops to H hops coordination is,  
 

2 2

max max
( 2 ) (2 1)

( 1) / /save active active C
active active

E t P K H H NT T
H v t H v tα α

 
 − × − − +   

 
=

− + +    (6) 

 

where NC is the average number of the GMs in each grid, and tactive is the active intervals of 
GMs. 

On the other hand, when H increases, communication cost is also increased by GHs 
broadcasting detected information. For example, when H is increased from 1 to 2, the 
communication cost is increased by 8 GHs broadcasting detected information. For a period of 
time T, the communication cost is increased by GHs broadcasting from H-1 hops to H hops 
coordination is, 

 

          max
cost 2[ (8( 1) 8) ]br br

Tv
E E H E

α
= × + − −                                                 (7) 

where Ebr is the energy consumption of detected information broadcasting, and max/ vα is the 
frequency of detected information broadcast. When the saving energy and the cost are satisfied 
Inequation (8), the multi-hop coordination PM will make sense. 
 

                         cos 0save tE E− >                                                                     (8) 
 

We should select appropriate coordinated multi hop number H to obtain the optimal energy 
saving according to the network parameters.  

 

3.4 Adaptive Transmission for Sensed Data 
In the tracking grid, the GMs need to report the sensed data to their GH. Then, the GH sends 
the aggregated data toward the sink. According to the energy consumption model, to reduce 
the energy consumption of data transmitting we should shorten the distance between nodes or 
decrease the packet size. In this paper, the tracking chain is built for transmitting the sensed 
data in the tracking grid to shorten the tramsmitting distance between two nodes. As Fig. 5 
shows, each GM just transmits the sensed data to its nearest neighbor node instead of its GH. 
Consequently, the data packets can be aggregated step by step when they are transmitted 
through the  tracking chain to achieve energy saving.  
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Algorithm 1 builds a tracking chain in  the tracking grid. First, the GH chooses its two 

nearest GMs as its neighbors to initiate the process of chain constructing. Then, these two 
GMs respectively choose one nearest neirghbor to add the chain each time and the process is 
repeated until all the nodes are in the chain. Finally, the tracking chain which takes the GH as 
the center of data collection is built. 

After the tracking chain forming, the GMs send the data to their nearest neighbour though the chain. 
Each GM aggregates its own data with the received data from its upstream GM to generate a single 
packet of the same length. At last, GH sends the aggregated data to the sink. 

 
Fig. 5. Sensed data transmitting in the tracking grid 

4. Theoretical Analysis 
In order to evaluate the performance of the proposed approach, we analytically compare the 
energy consumption of EENC with two existing approaches, which are the network with fixed 
sleep schedule [6] (Fixed SS: all the nodes sleep periodically for a fixed time) and the network 
with coordinated sleep schedule [7, 8, 9] (Coordinated SS: sleep schedule is dynamically 
adjusted according to the target information from neighbors).  

Grid head Sensor node Data flow 

Algorithm 1 The tracking chain construction 

1. input: GH and q GMs 
2. calculate the distance between GH and each GM 
3. sort the distance in ascending order {|GH, GM1|,…,|GH, GMq|}  
4. Cleft =GM1, Cright =GM2, CHAIN{ GM1-GH-GM2} 
5. p=3 
6. while(p<q)  
7.     for each )( , [3, ]j CHAINGM j q∉ ∈  
8.           calculate the distance d1j=| Cleft, GMj|, d1j=| Cright, GMj| 
9.           do 1 2_ min{| , |}, _ min{| , |} [3, ]left j right jMin d C GM Min d C GM j q= = ∈  
10.                 if ( 1 2_ _Min d Min d< ) 
11.                 add (CHAIN, Cleft GMj) && Cleft =GMj       
12.                 else (CHAIN, Cright GMj) && Cright =GMj 
13.     end for 
14.     p=p+1 
15. end while 
16. output CHAIN 
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1) In surveillance state, there is no target. The sleep interval of a node in the different sleep 
levels in EENC is calculated as follows, 
 

       

1 max

2 max

max

( ) /
( ) /

...
( ) ( 1) /

L sens

L

Li

t EENC R v
t EENC v

t EENC i v

α

α

=
 =


 = −

                                                   (9) 

 

      From Equation (9), we can see that the nodes have longer sleep intervals when they are 
located nearer to the network center. Nevertheless, the sleep intervals of all the nodes in 
Fixed SS and Coordinated SS approaches are the same as max/sensR v . Consequently, the 
interior nodes in EENS have more time to stay in sleep state. This way can not only save 
energy  but also balance the energy consumption on border and interior nodes because 
the interior nodes take more transmitting tasks. 

2) In tracking state, there are targets in the sensing area. The energy consumption of the 
network mainly includes two parts as Equation (10) shows.  

( ) ( ) ( )] ( )[
i j

c active active i trans i active active j
N tracking N tracking

E tracking N N NP t E P t
∈ ∉

= + +∑ ∑               (10) 

Where ( ) ( )][
i

active active i trans i
N tracking

N NP t E
∈

+∑ denotes the energy consumption of the nodes, called 

tracking nodes, whoes sensing range reach the target and which execute the tracking mission. 
activeP is the node power consumption in active state and ( )active iNt is the time periods of node Ni 

in active state. ( )trans iNE is the sensed data transmitting energy consumption of the node Ni. 
Since the tracking nodes are in active state for tracking in all the three approaches, the energy 
consumption of ( )

i

active active i
N tracking

NP t
∈
∑ has the same value. However, in the case of EENC, the 

tracking nodes just transmit the sensed data to their nearest neighbors in stead of transmitting 
the data to their GHs in the other two approaches. The transmitting distance in EENC is 
shortend so that ( )

i

trans i
N tracking

NE
∈
∑ in EENC is the smallest  among the three approaches. In 

addition, ( )
j

active active j
N tracking

NP t
∉
∑ denotes the energy consumption of the nodes whoes sensing 

range do not reach the target. In Fixed SS, the value of ( )
j

active active j
N tracking

NP t
∉
∑  is the same as that in 

the surveillance state. In Coordinated SS, just the nodes neighbored the tracking nodes can 
receive the target information to adjust their sleep interval, whereas in EENC the adaptive 
multi hop coordination can be utilized to obtain the optimal energy saving. In a word, EENC 
has the optimal energy saving in both the surveillance and tracking state. 

5. Experimental Results and Analysis 

In the experiments, we evaluated the performance of the proposed EENC scheme for different 
network conditions and compared it to the state-of-the-art approaches by means of simulations 
using Castalia [19] based on OMNet++4.1 [20]. We chose Castalia [19] as our network 
simulator because it provides realistic channel models, including radio models like CC2420 
and CC1000 and MAC models like IEEE 802.15.4 [21]. The approaches we compared with in 
the experiment include (1) target tracking without sleep scheduling at all (No SS: nodes are 
always on), (2) Fixed SS, and (3) Coordinated SS. 
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4.1 Experiment Environment 
Table 1 lists the initial simulation parameters. We adopted the MAC model of IEEE 802.15.4 
and chose Texas Instruments CC1000 as the radio. The power consumption of CC1000 in 
transmission, reception, idle and sleep mode are 44.4 mW, 22.2 mW, 22.2 mW and 0.0006 
mW, respectively. The power consumption of CPU and memory is assumed to be constant and 
6 mW in total. For each simulation setup, we run at least 5 times with different random node 
distributions, while the sink is always in the middle of the sensing field. Each result is 
averaged over these runs. 

Table 1. Simulation Parameters 

 

 

4.2 Simulation Results 
1) Performance evaluation in surveillance state: Fig. 6 shows the average energy 
consumption of the sensor nodes in surveillance state versus simulation time. It can be seen 
that EENC saves energy by 43.9%, 65.9% and 90.8% compared to Coordinated SS, Fixed SS 
and No SS, respectively, after 1000s simulation time. In the experiment, we have calculated 
the average sleep time and time awake of all sensor nodes. The percentage of sleep time and 
time awake is illustrated in Fig. 7. As shown, using EENC the sleep time of a node is 
accounted for 91.3% on average, while Coordinated SS and Fixed SS allow a node to sleep 
84.7% and 73.1% on average, respectively. Since no sleep scheduling is applied in No SS, all 
nodes are active all the time. This explains why EENC is most energy efficient compared to 
the other three schemes. 

Parameters   values 

Field size    400 m ×400 m 
Number of nodes    1600 
Grid size    50 m ×50 m 
Number of grids    64 
Sensing range    15 m 
Transmission range   150 m 
Data reporting frequency   every 0.5 s 
Data packet size    128 bytes 
Control message size   8 bytes 
Velocity of the target   10 m/s 
Location of sink     (200, 200) 

FG

senseR      25 m 
Active intervals of GMs   0.2 s 
Simulation time    600 s 
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Fig. 6. Average energy consumption in 

surveillance stage 
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Fig. 7. Sleep/awake time distribution in 
surveillance state 

 
2) Performance evaluation in tracking state: Next, we evaluated the performance of 

EENC in tracking state. We assume the target enters the field at a random location of the 
border and moves continuously and randomly in the sensing field with the maximum speed of 
10m/s. Fig. 8 shows the average energy consumption of the sensor nodes in tracking state 
versus simulation time. If we compare Fig. 8 and Fig. 6 we will find that the energy 
consumption of No SS and Fixed SS in tracking state has only a slight increase compared with 
that in surveillance state. This is because the two approaches have the same static sleep 
scheduling in both states. The slight increase in energy consumption is caused by data 
transmissions. Whereas, EENC and Coordinated SS have a significant increase in energy 
consumption in tracking state, because they apply dynamic sleep scheduling schemes which 
adjust the sleep schedule of each node according to the changing position of the target. From 
surveillance state to tracking state, using EENC the average energy consumption of one node 
increases from 2.64J to 5.13J after 1000s simulation time. Compared to Coordinated SS, Fixed 
SS and No SS, EENC still achieves energy saving of 38.2%, 47.0% and 82.7%, respectively. 

Similar as for surveillance state, we calculated the average sleep time and time awake. 
Here, we further refine the sleep state to two states: Sleep and missing target and Sleep without 
missing target, and also refine the state awake to Active and detecting target and Active and 
idle listening, in order to evaluate both energy efficiency and tracking performance. By Active 
and detecting target the node is active when the target enters its sensing area, while by Active 
and idle listening there is no event of interest during the awake time of the node. By Sleep 
without missing target the node sleeps safely, while Active and missing target is not desirable. 
A good sleep scheduling scheme should have short time in Active and idle listening and long 
time in Sleep without missing target. With respect to these states, a comparison of the selected 
sleep scheduling schemes is illustrated in Fig. 9. Using EENC the time of missing target 
accounts for only 0.7%. Still, EENC has much better tracking performance than Fixed SS 
(4.3% of missing target) and Coordinated SS (2.1% of missing target). Since using No SS all 
nodes are active there is no target missing. As shown, EENC has the shortest time in Active 
and idle listening and the longest time in Sleep without missing target.  
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Fig. 8. Average energy consumption in tracking 

stage 

0%

20%

40%

60%

80%

100%

120%

140%

No SS Fixed SS Coordinated SS EENC

A
ve

ra
ge

 ti
m

e 
pe

rc
en

ta
ge

Sleep and not missing target Sleep and missing target

Active and not detecting target Active and detecting target

 
 

Fig. 9. Sleep/awake time distribution in tracking 
state 

In addition to energy efficiency, tracking performance is another critical criterion for target 
tracking WSNs. A comparison of tracking successful ratio is illustrated in Fig. 10. According 
to many existing localization algorithms such as [18], it is reasonable to suppose that the sink 
can localize the target successfully if it receives a certain number of sensed data from the 
tracking nodes. Hence, the tracking successful ratio in this paper is defined as the ratio of time 
when more than five pieces of data about the current target’s location are successfully received. 
The tracking successful ratio in No SS is highest because all the nodes are always active. 
EENC and Coordinated SS have the higher tracking successful ratio than Fixed SS because the 
tracking nodes can be woken in prior. The results validate that EENC achieves the highest 
energy efficiency but without sacrificing tracking performance.  
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Fig. 10. Tracking successful ratio 
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Fig. 11. Average energy consumption vs the 

velocity of the target 
 

4) Impact of target’s velocity: Finally, we studied the impact of a target’s velocity on the 
energy efficiency and the tracking performance of EENC, by varying the target’s velocity 
from 5m/s to 30m/s. Fig. 11 and Fig. 13 illustrate the impact of the target’s velocity on the 
energy consumption and the data transmission delay, respectively. As shown in Fig. 11, with 
the increase of the target’s velocity, the energy consumption of No SS increases very slightly 
because the increase of the target’s velocity only leads to more data reporting but does not 
affect the sleep schedule. Whereas, in EENC, Fixed SS and Coordinated SS, the sleep time of 
a node is affected by the target’s velocity and higher velocity leads to shorter sleep time. 
Therefore, in the figure we can see a significant increase of energy consumption of the three 
approaches with the increase of the target’s velocity. Note that in Fixed SS the sleep schedule 
is fixed for a specific scenario with the known vmax. However, when the scenario changes and 
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vmax changes, the sleep time will also change, given by t = rsense/ vmax. 
Fig. 12 shows the tracking successful ratios changing with the target’s velocity. Increasing 

the target’s velocity from 5 m/s to 30 m/s, the tracking successful ratio in No SS is almost not 
affected, while the successful ratio in Fixed SS is reduced because some nodes may miss the 
target. Although the successful ratio in coordinated SS and EENC also decreases with the 
increasing target’s velocity, it is always above 96%, showing enough tracking performance. 

 

90%
91%
92%

93%
94%
95%
96%
97%

98%
99%

100%

5 10 15 20 25 30

Maximum velocity of the target (m/s)

Tr
ac

ki
ng

 s
uc

ce
ss

fu
l r

at
io

No SS Fixed SS Coordinated SS EENC

 
Fig. 12. Tracking successful ratio vs. the target’s 

velocity 
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Fig. 13. Average transmission delay vs the 

velocity of the target 
 
Using EENC, the data is transmitted hop by hop through grid heads, which are always 

active. Therefore, EENC have no connectivity problem. As shown in Fig. 13 the average data 
transmission delay of EENC is almost constant and is immune to the target’s velocity. No SS 
has surely no connectivity problem either. Whereas, using Fixed SS and Coordinated SS the 
data transmission is often delayed by the sleeping relay nodes. Therefore, they have much 
larger delays and the delay increases with respect to the target’s velocity. 

5. Conclusion 
This paper proposed a novel Energy-Efficient Node Coordination (EENC) for tracking target 
in WSNs. It can reduce the energy consumption and increase the network lifetime. EENC is 
aimed to find an optimal nodes cooperation to conserve the energy without degrading the 
tracking performance. This is realized by assigning each grid a static sleep schedule according 
to its shortest distance to the border in surveillance state and by assigning each grid a dynamic 
sleep schedule in tracking state by means of the proposed multi-level coordination algorithm. 
Our experiments proved that EENC outperformed the state-of-the-art approaches and saves 
energy by at least 38.2%. 
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