
J. Appl. Math. & Informatics Vol. 33(2015), No. 3 - 4, pp. 401 - 415
http://dx.doi.org/10.14317/jami.2015.401

A MODIFIED PROXIMAL POINT ALGORITHM FOR

SOLVING A CLASS OF VARIATIONAL INCLUSIONS IN

BANACH SPACES†

YING LIU

Abstract. In this paper, we propose a modified proximal point algorithm
which consists of a resolvent operator technique step followed by a gen-
eralized projection onto a moving half-space for approximating a solution

of a variational inclusion involving a maximal monotone mapping and a
monotone, bounded and continuous operator in Banach spaces. The weak
convergence of the iterative sequence generated by the algorithm is also
proved.
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1. Introduction

Variational inclusions, as the generalization of variational inequalities, are
among the most interesting and important mathematical problems and have
been widely studied in recent years since they have wide applications in me-
chanics, physics, optimization and control, nonlinear programming, economics
and transportation equilibrium, and engineering sciences, etc. It is well known
that the general monotonicity and accretivity of mappings play an important
role in the theory and algorithms of variational inclusions. Various kinds of iter-
ative algorithms to solve the variational inclusions have been developed by many
authors. For details, we can refer to [3-23]. In this paper, we mainly consider
the following nonlinear variational inclusion problem: find u ∈ E such that

0 ∈ f(u) +M(u), (1.1)
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where E is a Banach space, f : E → E∗ is a single-valued mapping and M : E →
2E

∗
is a multi-valued mapping. The set of solutions of Problem (1.1) is denoted

by V I(E, f,M), i.e., V I(E, f,M) = {x ∈ E : 0 ∈ f(x) + M(x)}. Throughout
this paper, we always assume that V I(E, f,M) ̸= ∅.

If f ≡ 0, then (1.1) reduces to

0 ∈ Mu, (1.2)

which is known as the zero problem of a multi-valued operator and has been
studied by many authors when M has the monotonicity or accretivity, see [9-
11,17-19,22,24,25] and the reference therein.

If M has the accretivity, then Problem (1.1) has also studied by many authors
in Banach spaces by using the resolvent operator, see [5,12] and the reference
therein.

However, when M has the monotonicity, Problem (1.1) in Banach spaces is
far less studied than that when M has the accretivity. In [13], Lou etc. con-
structed a iterative algorithm for approximating a solution of a class of general-
ized variational inclusions involving monotone mappings in Banach spaces. But
the strongly accretivity and Lipschitz continuity are assumed on the perturbed
operator f , which are very strong conditions. Therefore, under the weaker as-
sumptions on the perturbed operator f , the development of an efficient and
implementable algorithm for solving Problem (1.1) and its generalizations in
Banach spaces when M has the monotonicity is interesting and important.

When E is a Hilbert space and M is a maximal monotone, H-monotone or
A−monotone mapping, Problem (1.1) has been studied in [15,23,26]. Especially,
Zhang [26] constructed the following iterative algorithm:

Algorithm 1.1
Step0. (Initiation) Select initial z0 ∈ H(a Hilbert space) and set k = 0.
Step1. (Resolvent step) Find xk ∈ H such that

xk = RA
M,λk

[A(zk)− λkf(xk)],

where RA
M,λk

= (A+ λkM)−1 and a positive sequence {λk} satisfies

α1 := inf
k≥0

λk > 0.

Step2. (Projection step) Set K = {z ∈ H : ⟨A(zk)− A(xk), z − A(xk)⟩ ≤ 0}.
If A(zk) = A(xk), then stop; otherwise, take zk+1 such that

A(zk+1) = PK(A(zk)).

Step3. Let k = k + 1 and return to Step1.

Moreover, Zhang [26] proved the iterative sequence {xk} generated by Al-
gorithm 1.1 converges weakly to a solution of (1.1) when M : H → 2H is a
A−monotone mapping and f : H → H is only monotone and continuous.

We should note that:
(1) the Algorithm 1.1 requires only that the perturbed operator f has the

monotonicity and continuity which are weaker than the strong monotonicity
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and Lipschitz continuity assumed in some related researches, see [13,15,23] and
the references therein;

(2) the next iterate A(zk+1) is the metric projection of the current iterate
A(zk) onto the separation hyperplane K, which is not expensive at all from a
numerical point of view.

But, we should also note that the Algorithm 1.1 is only confined to Hilbert
spaces. Since the metric projection strictly depends on the inner product prop-
erties of Hilbert spaces, it can no longer be applied for variational inclusions in
Banach spaces.

The above fact motivates us to develop alterative methods for approximating
solutions of variational inclusions in Banach spaces. Therefore, the purpose of
this paper is to modify Algorithm 1.1 to apply it to Banach spaces for approxi-
mating a solution of Problem (1.1) when M has the maximal monotonicity and
the perturbed operator f has only the the monotonicity and continuity. This
paper is organized as below. In section 2, we recall some basic concepts and
properties. In section 3, we consider Problem (1.1) involving a maximal mono-
tone mapping and a monotone, bounded and continuous operator in Banach
spaces and prove theorem 3.1 which extends the zero problem of a monotone op-
erator studied by [6,9,10,19,25] to Problem (1.1) and also extends Problem (1.1)
considered in [15,23,24,26] from Hilbert spaces to Banach spaces. Furthermore,
theorem 3.1 will also be development of the results of [5,11,12] in different direc-
tions. In section 4, we consider the zero point problem of a maximal monotone
mapping and construct iterative algorithm 4.1. Moreover, we also give a simple
example to compare algorithm 4.1 and the algorithm of [19].

2. Preliminaries

Throughout this paper, let E be a Banach space with norm ∥ · ∥, and E∗

be the dual space of E. ⟨·, ·⟩ denotes the duality pairing of E and E∗. When
{xn} is a sequence in E, we denote strong convergence of {xn} to x ∈ E by
xn → x, and weak convergence by xn ⇀ x. Let 2E

∗
denote the family of all the

nonempty subset of E∗. Let U = {x ∈ E : ∥x∥ = 1} be the unit sphere of E.
A Banach space E is said to be strictly convex if ∥x+y

2 ∥ < 1 for all x, y ∈ U
and x ̸= y. It is said to be uniformly convex if lim

n→∞
∥xn − yn∥ = 0 for any

two sequences {xn}, {yn} in U and lim
n→∞

∥xn+yn

2 ∥ = 1. E is said to be smooth

provided lim
t→0

∥x+ ty∥ − ∥x∥
t exists for each x, y ∈ U. It is said to be uniformly

smooth if the limit is attained uniformly for x, y ∈ U.
Let J : E → 2E

∗
be the normalized duality mapping defined by

J(x) := {v ∈ E∗ : ⟨v, x⟩ = ∥v∥2 = ∥x∥2}, ∀x ∈ E. (2.1)

The following properties of J can be found in [2,6] :
(i) If E is smooth, then J is single-valued.
(ii) If E is strictly convex, then J is strictly monotone and one to one.
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(iii) If E is reflexive, then J is surjective.
(iv) If E is uniformly smooth, then J is uniformly norm-to-norm continuous

on each bounded subset of E.
The duality mapping J from a smooth Banach space E into E∗ is said to be

weakly sequentially continuous [4,6] if xn ⇀ x implies Jxn ⇀ Jx.

Definition 2.1 ([7, 20]). Let f : E → E∗ be a single-valued mapping. f is said
to be

(i) monotone if

⟨fx− fy, x− y⟩ ≥ 0, ∀x, y ∈ E.

(ii) strictly monotone if

⟨fx− fy, x− y⟩ ≥ 0, ∀x, y ∈ E,

and equality holds if and only if x = y.
(iii) γ−strongly monotone if there exists a constant γ > 0, such that

⟨fx− fy, x− y⟩ ≥ γ∥x− y∥2, ∀x, y ∈ E.

(iv) δ−Lipschitz continuous if there exists a constant δ > 0, such that

∥fx− fy∥ ≤ δ∥x− y∥, ∀x, y ∈ E.

(v) α−inverse-strongly-monotone, if there exists a constant α > 0 such that

⟨x− y, fx− fy⟩ ≥ α∥fx− fy∥2, ∀x, y ∈ E.

It is obvious that the α−inverse-strongly-monotone mapping is monotone and
1
α−Lipschitz continuous.

Definition 2.2 ([3, 9, 13, 20]). Let A,H : E → E∗ be two nonlinear operators.
A multi-valued operator M : E → 2E

∗
with domain D(M) = {z ∈ E : Mz ̸= ∅}

and range R(M) =
∪
{Mz ∈ E∗ : z ∈ D(M)} is said to be

(i) monotone if ⟨x1 − x2, u1 − u2⟩ ≥ 0 for each xi ∈ D(M) and ui ∈ M(xi),
i = 1, 2.

(ii) α−strongly monotone, if there exists a constant α > 0 such that

⟨x− y, u− v⟩ ≥ α∥x− y∥2, ∀(x, u), (y, v) ∈ G(M).

(iii)m−relaxed monotone, if there exists a constant m > 0 such that

⟨x− y, u− v⟩ ≥ −m∥x− y∥2,∀(x, u), (y, v) ∈ G(M).

(iv)maximal monotone, if M is monotone and its graph G(M) = {(x, u) : u ∈
Mx} is not properly contained in the graph of any other monotone operator.
It is known that a monotone mapping M is maximal if and only if for (x, u) ∈
E × E∗, ⟨x− y, u− v⟩ ≥ 0 for every (y, v) ∈ G(M) implies u ∈ Mx.

(v) general H−monotone, if M is monotone and (H + λM)E = E∗, for all
λ > 0.

(vi) general A−monotone, ifM ism−relaxed monotone and (A+λM)E = E∗,
for all λ > 0.
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Remark 2.1. We have from [16] that if E is a reflexive Banach space, then
a monotone mapping M : E → 2E

∗
is maximal if and only if R(J + λM) =

X∗, ∀λ > 0.

Remark 2.2. We note that the general A-monotonicity generalized the general
H−monotonicity. On the other hand, if E is a Hilbert space, then the general
A-monotone operator reduces to the A-monotone operator studied in [26] and
the general H-monotone operator reduces to the H-monotone operator studied
in [10,23]. For examples about these operators and their relations , we refer the
reader to [3,10,23] and the references therein.

Let E be a smooth Banach space. Define

ϕ(x, y) = ∥x∥2 − 2⟨x, Jy⟩+ ∥y∥2, ∀x, y ∈ E.

Clearly, from the definition of ϕ we have that
(A1)(∥x∥ − ∥y∥)2 ≤ ϕ(y, x) ≤ (∥x∥+ ∥y∥)2,
(A2)ϕ(x, y) = ϕ(x, z) + ϕ(z, y) + 2⟨x− z, Jz − Jy⟩,
(A3)ϕ(x, y) = ⟨x, Jx− Jy⟩+ ⟨y − x, Jy⟩ ≤ ∥x∥∥Jx− Jy∥+ ∥y − x∥∥y∥.

Remark 2.3. We have from Remark 2.1 in [14] that if E is a strictly convex
and smooth Banach space, then for x, y ∈ E, ϕ(y, x) = 0 if and only if x = y.

Let E be a reflexive, strictly convex and smooth Banach space. K denotes a
nonempty, closed and convex subset of E. By Alber [2], for each x ∈ E, there
exists a unique element x0 ∈ K (denoted by ΠK(x)) such that

ϕ(x0, x) = min
y∈K

ϕ(y, x).

The mapping ΠK : E → K defined by ΠK(x) = x0 is called the generalized
projection operator from E onto K. Moreover, x0 is called the generalized
projection of x. See [1] for some properties of ΠK . If E is a Hilbert space, then
ΠK is coincident with the metric projection PK from E onto K.

Lemma 2.3 ([2]). Let E be a reflexive, strictly convex and smooth Banach space,
let C be a nonempty, closed and convex subset of E and let x ∈ E. Then

ϕ(y,ΠCx) + ϕ(ΠCx, x) ≤ ϕ(y, x)

for all y ∈ C.

Lemma 2.4 ([2]). Let C be a nonempty, closed and convex subset of a smooth
Banach space E, and let x ∈ E. Then, x0 = ΠC(x) if and only if

⟨x0 − y, Jx− Jx0⟩ ≥ 0,∀y ∈ C.

Lemma 2.5 ([8]). Let E be a uniformly convex and smooth Banach space. Let
{yn}, {zn} be two sequences of E. If ϕ(yn, zn) → 0, and either {yn}, or {zn} is
bounded, then yn − zn → 0.

An operator A of C into E∗ is said to be hemi-continuous if for all x, y ∈ C,
the mapping f of [0, 1] into E∗ defined by f(t) = A(tx+ (1− t)y) is continuous
with respect to the weak∗ topology of E∗.
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Lemma 2.6 ([16]). Let E be a reflexive Banach space. If T : E → 2E
∗
is a

maximal monotone mapping and P : E → E∗ is a hemi-continuous bounded
monotone operator with D(P ) = E, then the sum S = T + P is a maximal
monotone mapping.

Lemma 2.7 ([16]). Let E be a reflexive Banach space and λ be a positive num-
ber. If T : E → 2E

∗
is a maximal monotone mapping, then R(J + λT ) = E∗

and (J+λT )−1 : E∗ → E is a demi-continuous single-valued maximal monotone
mapping.

Lemma 2.8 ([7]). Let S be a nonempty, closed and convex subset of a uniformly
convex, smooth Banach space E. Let {xn} be a sequence in E. Suppose that,
for all u ∈ S,

ϕ(u, xn+1) ≤ ϕ(u, xn)

for every n = 1, 2, ... Then {ΠSxn} is a Cauchy sequence.

3. Variational inclusion

In this section, we construct the following iterative algorithm for solving Vari-
ational inclusion (1.1) involving a maximal monotone mapping M and a contin-
uous bounded monotone operator f .

Algorithm 3.1
Step0. (Initiation) Arbitrarily select initial z0 ∈ E and set k = 0.
Step1. (Resolvent step) Find xk ∈ E such that

xk = (J + λkM)−1[J(zk)− λkf(xk)], (3.1)

where a positive sequence {λk} satisfies

α1 := inf
k≥0

λk > 0. (3.2)

Step2. (Projection step) Set Ck = {z ∈ E : ⟨z − xk, J(zk) − J(xk)⟩ ≤ 0}. If
zk = xk, then stop; otherwise, take zk+1 such that

zk+1 = ΠCk
(zk). (3.3)

Step3. Let k = k + 1 and return to Step1.

Remark 3.1. (1) We show the existence of xk in (3.1). In fact, (3.1) is equivalent
to the following problem: find xk ∈ E such that

Jzk ∈ Jxk + λkf(xk) + λkM(xk). (3.4)

Since M : E → 2E
∗
is maximal monotone and f : E → E∗ is continuous,

bounded and monotone operator with D(f)=E, we have that, by Lemma 2.6,
M + f is maximal monotone. By Lemma 2.7, for any λk > 0, J + λkf + λkM
is surjective. Hence, there is a xk ∈ E such that (3.1) holds, i.e., Step1 of
Algorithm 3.1 is well-defined.
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(2) If xk = zk, by (3.4), we have xk ∈ V I(E, f,M). Thus, iterative sequence
{xk} is finite and the last term is a solution of Problem (1.1). If zk ̸= xk then
zk /∈ Ck. Therefore Algorithm 3.1 is well-defined.

(3) In Algorithm 3.1, the Resolvent step (3.1) is used to construct a halfspace,
the next iterate zk+1 is a generalized projection of the current iterate zk on the
halfspace, which is not expensive at all from a numerical point of view.

Now we show the convergence of the iterative sequence generated by Algo-
rithm 3.1 in the Banach space E.

Theorem 3.1. Let E be a uniformly convex, uniformly smooth Banach space
whose duality mapping J is weakly sequentially continuous and M : E → 2E

∗
be

a maximal monotone mapping. Let f : E → E∗ be a continuous, bounded and
monotone operator with D(f) = E. Then, the iterative sequence {xk} generated
by Algorithm 3.1 converges weakly to an element x̂ ∈ V I(E, f,M). Further,
x̂ = lim

k→∞
ΠV I(E,f,M)(zk).

Proof. We split the proof into five steps.
Step1. Show that {zk} is bounded.
Suppose x∗ ∈ V I(E, f,M). Then we have −f(x∗) ∈ M(x∗). From (3.4), it

follows that
1

λk
(Jzk − Jxk)− f(xk) ∈ M(xk).

By the monotonicity of M , we deduce that

⟨x∗ − xk,−f(x∗)− 1

λk
(Jzk − Jxk) + f(xk)⟩ ≥ 0. (3.5)

It follows from the monotonicity of f and (3.5) that

⟨x∗ − xk,−
1

λk
(Jzk − Jxk)⟩ ≥ ⟨x∗ − xk, f(x

∗)− f(xk)⟩ ≥ 0.

This implies that

⟨x∗ − xk,−
1

λk
(Jzk − Jxk)⟩ ≥ 0,

which leads to

x∗ ∈ Ck = {z ∈ E : ⟨z − xk, J(zk)− J(xk)⟩ ≤ 0}.

Since zk+1 = ΠCk
(zk), by Lemma 2.3, we deduce that

ϕ(x∗, zk+1) ≤ ϕ(x∗, zk)− ϕ(zk+1, zk), ∀k ≥ 0. (3.6)

Thus,

ϕ(x∗, zk+1) ≤ ϕ(x∗, zk), (3.7)

which yields that the sequence {ϕ(x∗, zk)} is convergent. From (A1), we know
that {zk} is bounded.

Step2. Show that {xk} is also bounded and {xk} and {zk} have the same
weak accumulation points.
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It follows from (3.6) that

ϕ(zk+1, zk) ≤ ϕ(x∗, zk)− ϕ(x∗, zk+1).

Thus we know that

lim
k→∞

ϕ(zk+1, zk) = 0. (3.8)

By Lemma 2.5, we have

lim
k→∞

∥zk+1 − zk∥ = 0. (3.9)

From zk+1 = ΠCk
(zk) ∈ Ck, we have that

⟨zk+1 − xk, J(zk)− J(xk)⟩ ≤ 0. (3.10)

By (A1), (A2) and (3.10),(3.8), we have

0 ≤ ϕ(xk, zk)
= ϕ(xk, zk+1) + ϕ(zk+1, zk) + 2⟨xk − zk+1, Jzk+1 − Jxk + Jxk − Jzk⟩
≤ ϕ(xk, zk+1) + ϕ(zk+1, zk) + 2⟨xk − zk+1, Jzk+1 − Jxk⟩
= 2⟨zk+1, Jxk⟩ − ∥zk+1∥2 − ∥xk∥2 + ϕ(zk+1, zk)
≤ 2∥zk+1∥∥xk∥ − ∥zk+1∥2 − ∥xk∥2 + ϕ(zk+1, zk)
≤ ϕ(zk+1, zk) → 0.

This implies that

lim
k→∞

ϕ(xk, zk) = 0. (3.11)

By (A1), we have

lim
k→∞

∥xk − zk∥ = 0. (3.12)

Since {zk} is bounded, we have from (3.12) that {xk} is also bounded. Moreover
{xk} and {zk} have the same weak accumulation points.

Step3. Show that each weak accumulation point of the sequence {xk} is a
solution of Problem (1.1).

Since J is uniformly norm-to-norm continuous on bounded sets, it follows
from (3.12) that

lim
k→∞

∥Jxk − Jzk∥ = 0. (3.13)

Since {xk} is bounded, let us suppose x̂ be a weak accumulation point of {xk}.
Hence, we can extract a subsequence that weakly converges to x̂. Without loss
of generality, let us suppose that xk ⇀ x̂ as k → ∞. Then from (3.12), we have
zk ⇀ x̂ as k → ∞. For any fixed v ∈ E, take an arbitrary u ∈ f(v) + M(v).
Then, there exists a point w ∈ M(v) such that w + f(v) = u. Therefore, it
follows from the monotonicity of f and M that

⟨xk − v,
1

λk
(Jzk − Jxk)− f(xk)− w⟩ ≥ 0, and ⟨xk − v, f(xk)− f(v)⟩ ≥ 0.

Adding these inequalities, we have

⟨xk − v,
1

λk
(Jzk − Jxk)− f(v)− w⟩ ≥ 0.
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Note w + f(v) = u, we have

⟨xk − v,
1

λk
(Jzk − Jxk)− u⟩ ≥ 0,

which implies that

⟨xk − v,−u⟩ ≥ ⟨xk − v,
1

λk
(Jxk − Jzk)⟩. (3.14)

Taking limits in (3.14), by (3.13) and the boundedness of {xk} and { 1
λk

}, we
have

⟨x̂− v,−u⟩ = lim
k→∞

⟨xk − v,−u⟩ ≥ 0.

Since M + f is maximal monotone, by the arbitrariness of (v, u) ∈ G(M + f),
we conclude that (x̂, 0) ∈ G(M + f) and hence x̂ is a solution of Problem (1.1),
i.e., x̂ ∈ V I(E, f,M).

Step4. Show that V I(E, f,M) is closed and convex.
Taking {yn} ⊂ V I(E, f,M) and yn → ỹ as n → ∞. Since yn ∈ V I(E, f,M),

we have −f(yn) ∈ M(yn). For any fixed v ∈ E, take w ∈ M(v). It follows from
the monotonicity of M that

⟨yn − v,−f(yn)− w⟩ ≥ 0. (3.15)

Taking limits in (3.15), by the continuity of f , we have

⟨ỹ − v,−f(ỹ)− w⟩ ≥ 0.

By the arbitrariness of (v, w) ∈ G(M), we conclude that (ỹ,−f(ỹ)) ∈ G(M) and
hence ỹ ∈ V I(E, f,M), i.e., V I(E, f,M) is closed.

Taking v1, v2 ∈ V I(E, f,M), we have 0 ∈ f(vi) + M(vi), i = 1, 2. For any
(v, u) ∈ G(M + f) and t ∈ (0, 1), we have

t⟨v − v1, u− 0⟩ ≥ 0, (3.16)

and

(1− t)⟨v − v2, u− 0⟩ ≥ 0. (3.17)

Adding (3.16) and (3.17), we have

⟨v − [tv1 + (1− t)v2], u− 0⟩ ≥ 0. (3.18)

By the arbitrariness of (v, u) ∈ G(M +f), we conclude that (tv1+(1− t)v2, 0) ∈
G(M + f) and hence tv1 + (1− t)v2 ∈ V I(E, f,M), i.e., V I(E, f,M) is convex.

Step5. Show that xk ⇀ x̂, as k → ∞ and x̂ = lim
k→∞

ΠV I(E,f,M)(zk).

Put uk = ΠV I(E,f,M)zk. It follows from (3.7) and Lemma 2.8 that {uk} is
a Cauchy sequence. Since V I(E, f,M) is closed, we have that {uk} converges
strongly to w ∈ V I(E, f,M). By the uniform smoothness of E, we also have
lim
k→∞

∥Juk − Jw∥ = 0. Finally, we prove x̂ = w. It follows from Lemma 2.4,

uk = ΠV I(E,f,M)zk and x̂ ∈ V I(E, f,M) that

⟨uk − x̂, Jzk − Juk⟩ ≥ 0.
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So, we have

⟨x̂−w, Jzk−Juk⟩ = ⟨x̂−uk, Jzk−Juk⟩+⟨uk−w, Jzk−Juk⟩ ≤ ⟨uk−w, Jzk−Juk⟩.
(3.19)

Taking limits in (3.19), by the weakly sequential continuity of J , we obtain
⟨x̂ − w, Jx̂ − Jw⟩ ≤ 0 and hence ⟨x̂ − w, Jx̂ − Jw⟩ = 0. Since E is strictly
convex, we get x̂ = w. Therefore, the sequence {xk} converges weakly to x̂ =
lim
k→∞

ΠV I(E,f,M)zk. �

Remark 3.2. If M = 0, then Theorem 3.1 reduces to the 0 ∈ fx for a monotone
operator f which has been studied by [6] by using the hybrid projection method
when f : E → E∗ has the inverse-strong monotonicity which is a stronger
condition than the monotonicity and continuity assumed in Theorem 3.1.

Remark 3.3. If f = 0, then Theorem 3.1 reduces to the zero point problem of
a maximal monotone mapping. To be more precise, we can see section 4.

Remark 3.4. The thought of Theorem 3.1 is due to [26], i.e. Algorithm 1.1 of
this paper. It is a development of [26] in spatial structure, since the Banach space
is a wider range than the Hilbert space, although Theorem 3.1 don’t thoroughly
generalize [26], since the maximal monotone mapping in Hilbert spaces is a
special case of the A-monotone mapping studied in [26] when A = I (the identity
mapping).

Remark 3.5. It follows from Lemma 2.3 of [7] that the normalized duality
mapping J defined by (2.1) is strongly monotone in a 2-uniformly convex Banach
space and hence the maximal monotone mapping becomes a special case of the
A−monotone mapping whenm = 0 and A = J , where A has strong monotonicity
and continuity assumed in [3,9,24,26]. Therefore, It is interesting to construct
the iterative algorithms for approximating the solutions of Problem (1.1) when
M is a A−monotone mapping, f is a continuous, monotone bounded operator
and A is a strong monotone and continuous operator in a 2-uniformly convex
and uniformly smooth Banach space. This will thoroughly generalize the results
of [26] from Hilbert spaces to Banach spaces.

4. The zero point problem

Let M : E → 2E
∗
be a maximal monotone mapping. We consider the follow-

ing problem: Find x ∈ E such that

0 ∈ Mx. (4.1)

This is the zero point problem of a maximal monotone mapping. We denote the
set of solutions of problem (4.1) by V I(E,M) and suppose V I(E,M) ̸= ∅.

Theorem 4.1. Let E be a uniformly convex, uniformly smooth Banach space
whose duality mapping J is weakly sequentially continuous. Let the sequence
{xk} be generated by the following Algorithm.
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Algorithm 4.1:
Step0. (Initiation) Arbitrarily select initial z0 ∈ E and set k = 0.
Step1. (Resolvent step) Find xk ∈ E such that

xk = (J + λkM)−1J(zk), (4.2)

where a positive sequence {λk} satisfies

α1 := inf
k≥0

λk > 0. (4.3)

Step2. (Projection step) Set Ck = {z ∈ E : ⟨z − xk, J(zk) − J(xk)⟩ ≤ 0}. If
zk = xk, then stop; otherwise, take zk+1 such that

zk+1 = ΠCk
(zk). (4.4)

Step3. Let k = k + 1 and return to Step1.

Then, the iterative sequence {xk} generated by Algorithm 4.1 converges weakly
to an element x̂ ∈ V I(E,M). Further, x̂ = lim

k→∞
ΠV I(E,M)(zk).

Proof. Taking f ≡ 0 in Theorem 3.1, we can obtain the desired conclusion. �
Remark 4.1. The setting of Problem (4.1) considered in Theorem 4.1 is a
Banach space which is more extensive than Hilbert spaces considered in [25].

Remark 4.2. In [19], the authors have also constructed a iterative algorithm
for approximating a solution of Problem (4.1). More precisely, they constructed
the following iterative algorithm:

Algorithm 4.2:

x0 ∈ E, r0 > 0,
yn = (J + rnM)−1J(xn + en),

Jzn = αnJxn + (1− αn)Jyn,
Hn = {v ∈ E : ϕ(v, zn) ≤ αnϕ(v, xn) + (1− αn)ϕ(v, xn + en)},
Wn = {z ∈ E, ⟨z − xn, Jx0 − Jxn⟩ ≤ 0},

xn+1 = ΠHn

∩
Wn

x0,

(4.5)

where {αn} ⊂ [0, 1] with αn ≤ 1 − δ for some δ ∈ (0, 1), {rn} ⊂ (0,+∞) with
infn≥0 rn > 0 and the error sequence {en} ⊂ E such that ∥en∥ → 0, as n → ∞.

They proved the iterative sequence (4.5) converges strongly to ΠV I(E,M)x0.

Now, we give a simple example to compare Algorithm 4.1 with Algorithm 4.2.

Example 4.1. Let E = R, M : R → R and M(x) = x. It is obvious that M is
maximal monotone and V I(E,M) = {0} ̸= ∅.
The numerical experiment result of Algorithm 4.1 Take λk = 1 +
1

k+1 , k ≥ 0, and initial point z0 = −1 ∈ R. Then {xk} generated by Algorithm
4.1 is the following sequence:

z0 = −1 ∈ R,
x0 = − 1

3 ,
xk+1 = k+2

2k+5xk, k ≥ 0,
(4.6)
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and xk → 0 as k → ∞, where 0 ∈ V I(E,M).

Proof. By (4.2), z0 = (1+λ0)x0. Since z0 = −1, λ0 = 2, we have x0 = 1
3z0 = −1

3 .
By algorithm 4.1, we have C0 = {z ∈ R : ⟨z − x0, z0 − x0⟩ ≤ 0} = [x0,+∞).
By (4.4), z1 = PC0(−1) = x0 < 0. It follows from z1 = x0 < 0 and (4.2) that
x0 = (1 + λ1)x1, i.e.,{

z1 = x0,
x1 = 1

1+λ1
x0 = 2

5x0 = 0+2
2·0+5x0.

Suppose that {
zk+1 = xk < 0,
xk+1 = k+2

2k+5xk.
(4.7)

By Algorithm 4.1, Ck+1 = {z ∈ E : ⟨z − xk+1, zk+1 − xk+1⟩ ≤ 0}. It fol-
lows from hypothesis (4.7) that xk+1 > xk and zk+1 − xk+1 < 0. There-
fore, Ck+1 = [xk+1,+∞). Since zk+2 = PCk+1

zk+1 = P[xk+1,+∞)xk, we have
zk+2 = xk+1 < 0. From (4.2), we have xk+1 = zk+2 = (1 + λk+2)xk+2. Hence,

xk+2 = 1
1+λk+2

xk+1 = (k+1)+2
2(k+1)+5xk+1. By induction, (4.6) holds. �

Next, we give the numerical experiment results by using the following Table
4.1, which shows that the iteration process of the sequence {xk} as initial point
z0 = −1 and x0 = − 1

3 . From the figures, we can see that {xk} converges to 0.

Table 4.1

k 0 1 2 3 4 5 6 7 · · ·
xk −1

3 − 2
15 − 6

105 − 8
315 − 8

693 − 16
3003 − 16

6435 − 128
109395 · · ·

The numerical experiment result of Algorithm 4.2 Take rk = 1 + 1
k+2 ,

αk = 1
2 − 1

k+2 , ek = 0, for all k ≥ 0, and initial point x0 = −1
3 ∈ R.Then {xk}

generated by Algorithm 4.2 is the following sequence:{
x0 = − 1

3 ∈ R,
xk+1 = 7k2+29k+28

8k2+36k+40xk, k ≥ 0,
(4.8)

and xk → 0 as k → ∞, where 0 ∈ V I(E,M).

Proof. By Algorithm 4.2, we have y0 = 1
1+r0

x0 = − 2
15 , z0 = − 2

15 > x0, H0 =

{v ∈ R, ∥v − z0∥ ≤ ∥v − x0∥} = [z0 − ( z0−x0

2 ),+∞) = [− 7
30 ,+∞), W0 = {v ∈

R, ⟨v−x0, x0−x0⟩ ≤ 0} = R. Therefore, H0

∩
W0 = H0 = [− 7

30 ,+∞) and x1 =

P[− 7
30 ,+∞)(−1

3 ) = − 7
30 = 7·02+29·0+28

8·02+36·0+40x0. Suppose that xk+1 = 7k2+29k+28
8k2+36k+40xk.

By Algorithm 4.2, yk+1 = k+3
2k+7xk+1, and hence,

0 > zk+1 = αk+1xk+1 + (1− αk+1)
k + 3

2k + 7
xk+1 > xk+1, (4.9)
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Hk+1 = {v ∈ R : ∥v − zk+1∥ ≤ ∥v − xk+1∥} = [zk+1 − zk+1−xk+1

2 ,+∞) ⊂
[xk+1,+∞), Wk+1 = {v ∈ R : ⟨v − xk+1, x0 − xk+1⟩ ≤ 0} = [xk+1,+∞).

Therefore, Hk+1

∩
Wk+1 = Hk+1 = [zk+1 − zk+1−xk+1

2 ,+∞) and

xk+2 = P
[zk+1−

zk+1−xk+1
2 ,+∞)

(x0) = zk+1 −
zk+1 − xk+1

2
. (4.10)

Combine (4.9) with (4.10), we obtain that xk+2 = 7(k+1)2+29(k+1)+28
8(k+1)2+36(k+1)+40xk+1. By

induction, (4.8) holds. �

Next, we give the numerical experiment results by using the following Table
4.2, which shows that the iteration process of the sequence {xk} as initial point
x0 = − 1

3 . From the figures, we can see that {xk} converges to 0.

Table 4.2

k 0 1 2 3 4 5 6 7 · · ·
xk −1

3 − 7
30 − 8

45 − 9
135 − 89

1650 − 1424
32175 − 127448

3378375 − 3616337
114864750 · · ·

Remark 4.3. Comparing Table 4.1 with Table 4.2, we can intuitively see that
the convergence speed of Algorithm 4.1 constructed in this paper is faster than
that of Algorithm 4.2 constructed in [19].

5. Conclusion

In this paper, we construct Algorithm 3.1 under very mild conditions for
approximating a solution of Problem (1.1). The results of this paper develop
the corresponding results in some references from the following aspects.

1) From a numerical point of view, the iterative steps of Algorithm 3.1 are
less than those of [6,15,19,] because we needn’t compute the intersection of
two nonempty closed convex sets. Furthermore, the next iterate zk+1 is the
generalized projection of the current iterate zk onto the separation hyperplane
Ck, which is simpler than the generalized projection onto a general nonempty
closed convex set.

2) In terms of the spatial structure, the Banach space considered in this paper
is a wider range than the Hilbert space considered in [15,23,24,26].

3) We obtain that the convergence point of {xk} generated by Algorithm
3.1 is lim

k→∞
ΠV I(E,f,M)(zk), which is more concrete than related conclusions of

[19,25,26] and so on.
4) The perturbed operator f has only the monotonicity and continuity which

are weaker than the strong monotonicity and Lipschitz continuity assumed in
[13,15,23] and the reference therein.
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