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ABSTRACT: The springing response of a large blunt ship was considered to be influenced by a second order interac-
tion between the incoming irregular wave and the blunt geometry of the forebody of the ship. Little efforts have been 
made to simulate this complicated fluid-structure interaction phenomenon under irregular waves considering the second 
order effect; hence, the above mentioned premise still remains unproven. In this paper, efforts were made to quantify the 
second order effect between the wave and vibrating flexible ship structure by analyzing the experimental data obtained 
through the model basin test of the scaled-segmented model of a large blunt ship. To achieve this goal, the measured 
vertical bending moment and the wave elevation time history were analyzed using a higher order spectral analysis tech-
nique, where the quadratic interaction between the excitation and response was captured by the cross bispectrum of two 
randomly oscillating variables. The nonlinear response of the vibrating hull was expressed in terms of a quadratic Volterra 
series assuming that the wave excitation is Gaussian. The Volterra series was then orthogonalized using Barrett’s pro-
cedure to remove the interference between the kernels of different orders. Both the linear and quadratic transfer functions 
of the given system were then derived based on a Fourier transform of the orthogonalized Volterra series. Finally, the 
response was decomposed into a linear and quadratic part to determine the contribution of the second order effect 
using the obtained linear and quadratic transfer functions of the system, combined with the given wave spectrum used 
in the experiment. The contribution of the second order effect on the springing response of the analyzed ship was almost 
comparable to the linear one in terms of its peak power near the resonance frequency. 
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INTRODUCTION 

Hydroelasticity is recognized as one of the main challenges in the design of modern merchant ships, such as ultra large 
container carriers and very large ore carriers. Hydroelasticity refers to either the resonant vibratory response of the flexible ship 
structure under a random ocean wave load, or transient vibratory response induced by the impulsive slamming load, which takes 
place when the ship plunges into the free surface with a wave. The former and latter are called springing and whipping, respec-
tively. Traditionally, the hydroelasticity effect was not considered to be a main design issue until problems were unveiled mostly 
in the bulk carriers of Greak Lake in 1960s, which ignited some early research efforts on the physics. The importance of hydro-
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elasticity has become important since the advent of the larger and faster ships, which has dramatically increased the likelihood 
of resonance between the ship structure and incoming wave as well as transient vibrations due to the flexibility of the ship. 

Considerable research efforts are currently being devoted to the study of hydroelasticity problems to establish a robust 
design methodology, ultimately targeting the safe operation of unprecedentedly large ships. On the other hand, more research 
is needed due to the inherent nonlinear nature of the physics behind the hydroelasticity. Some numerical methodologies have 
been developed under the linear or weakly nonlinear assumption in both the time and frequency domain, the majority of 
which is based on a combination of potential theory and finite element method (Price and Temarel, 1982; Jensen and Dogliani, 
1996; Wu and Moan, 1996; Malenica et al., 2003; Hirdaris et al., 2003; Iijima et al., 2008; Kim et al., 2009; Kim et al., 2013). 
Efforts have also been made to solve the problem considering the second order interaction between the wave and structure 
under the potential flow assumption, but the forward speed effect has impeded fruitful research outputs. Computational fluid 
dynamics coupled with finite element methods is a potentially powerful numerical methodology to solve the problem con-
sidering any type of nonlinearities (Oberhagemann et al., 2010; Oberhagemann and Moctar, 2011; Takagi and Ogawa, 2012; 
Hu et al., 2013). Despite this, the computational demands for obtaining statistically meaningful results under irregular wave 
using CFD are large, particularly when the focus is on fatigue analysis in which case, all sea states that the ship is exposed to 
need to be covered.  

The model basin test with either a segmented hull model or flexible model is another powerful way to study the hydro-
elasticity problem. Many model basin tests have been recently carried out (Remy et al., 2006; Iijima et al., 2009; Miyake et al., 
2009; Oka et al., 2009; Hong et al., 2011), the majority of which were based on the segmented hull model focusing on 
measurements of the vibratory behavior of the hull under wave loads. The main focus of the experimental study is normally to 
obtain the response of a flexible ship under either regular or irregular waves, which are used to validate the numerical analysis 
results. In some cases, when a more practical output is aimed at, the fatigue damage induced by the hydroelasticity effect was 
estimated directly under carefully designed test conditions. Storhaug (2007) carried out a systematic experimental test on the 
segmented scaled model of a large bulk carrier, and claimed that the second order effect related to the diffracted wave near the 
bow area played an important role in the springing excitation of the flexible ship model. In the experiment, a trial was made to 
validate the second order effect due to the diffracted wave near the bow by applying different bow segments with different 
geometries. He also tried to derive the second order transfer function of the system out of the regular wave test, but it was 
limited to the diagonal component of the transfer function because of the large number of test cases that need to be covered. 
Unlike the case of a large container carrier, which has a relatively sharp bow shape, this second order effect on springing ex-
citation is more pronounced, particularly when the ship has a blunt bow shape, like ore and bulk carriers. Although the second 
order effect is influential for the springing excitation of large blunt ship, no study has reported its contribution quantitatively. 
This study evaluated the relative contribution of both the linear and second order effects in a quantitative manner through a 
system identification approach. An effort was made to quantify the second order effect through the system identification 
method, which is based on higher order spectral analysis of the measured test data of the segmented hull model towed a the 
model basin. 

The nonlinear system identification method is generally based on the Volterra series approach. The Volterra series is con-
ceptually similar to the Taylor series in that the system is expressed by the terms of a different order, but distinguishes itself 
from the Taylor series by the memory effect, which is represented by the convolution integral of the excitation and generalized 
impulse response functions of each order. The transfer function of each order can be obtained simply by transforming the 
Volterra kernel to the frequency domain using standard Fourier transform. 

The nonlinear system identification on ships and offshore structures under irregular waves has been studied (Hasselmann, 
1966; Dalzell, 1975; Pinkster, 1980; Jensen and Pedersen, 1981). Hasselmann (1966) examined the motion response of a ship 
exposed to the random waves by identifying the Quadratic Transfer Function (QTF), which was obtained by the input-output 
model. Dalzell (1972) analyzed the added resistance of a ship voyaging through the long-crested random seas by modifying the 
cross-bispectral analysis proposed by Tick (1961). Dalzell and Kim (1979) examined the second order added resistance problem 
of a voyaging ship by cross bispectral analysis, under the assumption of a Gaussian input. They reported that the estimated 
results based on the second order model were in reasonably good agreement with the experimental results. Dalzell (1982; 1984) 
also proposed the third order model of nonlinear ship responses in irregular seaways. The higher order frequency response 
function of the considered system was assumed to have a certain form and the probability density function, statistical moments 
and distribution of extrema were derived.  
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Choi et al. (1985) applied cross bispectral analysis techniques to the nonlinear response of a moored vessel system in 
random waves. The second order Volterra series was orthogonalized using Barret’s method so that the inter-kernel interference 
between the linear and second order terms were eliminated, leading to a calculation of the kernels of each order through the 
inner product. On the other hand, the proposed technique was valid only when the input was Gaussian. Im and Powers (1996) 
developed an orthogonalized third-order frequency domain Volterra model that was valid both for Gaussian and non-Gaussian 
excitation. The nonlinear transfer function up to the third order was estimated through a least square fitting of the given input-
output data. They also proposed the orthogonal higher order coherence functions through which the contribution of each order 
can be assessed easily. Adegeest (1997) predicted the nonlinear ship structural response using the third order Volterra model. 
The starting point of the proposed method lies on the assumption that the higher order frequency response functions can be 
estimated using zero-memory quadratic and cubic operations, which dramatically simplify the identification process under 
regular waves of different frequencies. Kim and Kim (2002) analyzed the second order surge force acting on the fixed barge 
exposed to irregular waves. Cross and cross bispectral analysis was performed to derive both the linear and quadratic transfer 
functions of the system. Kim and Kim (2004) also analyzed a fixed barge using Gaussian and non-Gaussian approaches and 
discussed the effects of the significant wave height and data length to be used in the identification process.  

The present study combines the cross bispectral analysis technique with the test data of a scaled segmented hull model to 
identify the second order interaction between the wave and vibrating structure. The measured vertical bending moment at the 
midship of the segmented hull model was processed and both linear and quadratic transfer functions were derived using cross 
spectral and cross bispectral analysis to identify the system. The response spectrum of the vibrating ship was then decomposed 
into a linear and quadratic part to unveil the questionable second order effect potentially induced by the diffraction wave in-
duced by a blunt bow. 

THEORETICAL BACKGROUND 

Quadratic volterra series and its orthogonalization 

Any unknown weakly nonlinear system can be identified using the Volterra series. The Volterra series is a functional series 
representation of an arbitrary nonlinear system, where a Volterra kernel operates on the system input, producing the system 
output in terms of its order. The term ‘weakly’ is inevitably placed in front because the series becomes impractical once the 
order goes up to take into account the strongly nonlinear effect, eventually becoming of little value. The response, or output of a 
certain nonlinear system, ( )y t , under external excitation, ( )x t , can be expressed in terms of the Volterra series as Eq. (1). 

( )1 2
0 0

( ) , ,..., ( )
nN

n n j j
n j

y t h x t dτ τ τ τ τ
∞ ∞

−∞ −∞
= =

= ⋅ ⋅ ⋅ −∑ ∏∫ ∫   (1) 

where nh  is nth order Volterra kernel. When N  becomes 2, Eq. (1) leads to the second order Volterra series, as shown in 
Eq. (2). 

0 1 1 1 1 2 1 2 1 2 1 2( ) ( ) ( ) ( , ) ( ) ( )y t h h x t d h x t x t d dτ τ τ τ τ τ τ τ τ
∞ ∞

−∞ −∞
= + − + − −∫ ∫ ∫  (2) 

The first term of Eq. (2) is the static bias term. This is related to the statically acting excitation to the system, which can 
sometimes be excluded assuming that it is known a priori. The second and third terms of Eq. (2) represent the first and second 
order responses of a given system, which is realized by the convolution integral of the Volterra kernel of each order with the 
system input. The first order Volterra kernel is an impulse response function of the system and it defines the unique linear 
characteristics of the system of interest. The second order Volterra kernel is a multi-dimensional generalization of the impulse 
response function. Once mapped to the particular application handled in this paper, the system response ( )y t of Eq. (2) is the 
vertical midship bending moment and the system input ( )x t is the stationary zero mean Gaussian wave excitation. 
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The series shown in Eq. (2) can be orthogonalized using Barrett’s procedure (Choi et al., 1985), which is similar to Wiener’s 
orthogonalization procedure but without the assumption of a white spectrum. For orthogonalization, the mean system response 
induced by the nonlinearity is extracted from the quadratic term of the Volterra series using relations, such as [ ( )] 0E x t =  and 

1 2 1 2[ ( ) ( )] [ ( ) ( )]E x t x t E x xτ τ τ τ− − = . If an expectation operation is applied to the both sides of Eq. (2), one can obtain the 
mean system response out of the quadratic term of the Volterra series, and Eq. (2) can be rewritten as, 

0 2 1 2 1 2 1 2 1 1 1 1( ) ( , ) [ ( ) ( )] ] ( ) ( )y t h h E x x d d h x t dτ τ τ τ τ τ τ τ τ
∞ ∞

−∞ −∞

⎡ ⎤ ⎡ ⎤= + + −⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∫ ∫ ∫  

2 1 2 1 2 1 2 1 2( , ){ ( ) ( ) [ ( ) ( )]}h x t x t E x x d dτ τ τ τ τ τ τ τ
∞

−∞

⎡ ⎤+ − − −⎢ ⎥⎣ ⎦∫ ∫  (3) 

where [ ]E ⋅ denotes the expectation operation on the quantity inside it. The first bracket of Eq. (3) is composed of a static bias 
term together with the mean system output, which is extracted out of the quadratic term. Eq. (3) is the orthogonalized quadratic 
Volterra series because all three terms inside the brackets are orthogonal to each other. The orthogonality can be checked by 
considering the expected value of the product of any two of the three terms inside brackets, which will always be zero. 

If the mean value of the system input is removed, the mean-value-deleted response, 0 ( ) ( ) [ ( )]y t y t E y t= −  becomes a new 
system output. In this case, Eq. (3) can be rewritten as 

0 1 1 1 1 2 1 2 1 2 1 2 1 2( ) ( ) ( ) ( , ){ ( ) ( ) [ ( ) ( )]}y t h x t d h x t x t E x x d dτ τ τ τ τ τ τ τ τ τ τ
∞ ∞
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Taking a Fourier transform of Eq. (4) gives following frequency domain representation of the quadratic Volterra series, as 
shown in Eq. (5). 

0 1 2( ) ( ) ( ) ( , ){ ( ) ( ) [ ( ) ( )]}m m m k l k l k l
k l

Y H X H X X E X Xω ω ω ω ω ω ω ω ω= + −∑∑  (5) 

where the summation of second term is done only for k l mω ω ω+ = ( )mX ω and 0 ( )mY ω  are Fourier transforms of the system 
input and output, respectively. 1 ( )mH ω  and 2 ( , )k lH ω ω  are the linear and quadratic transfer functions, respectively, which 
can be obtained by taking a Fourier transform of the Volterra kernel of each order, as shown in Eq. (4). 
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Cross spectral and cross bispectral analysis 

Cross spectral and cross bispectral analysis start from Eq. (4), but it requires additional consideration on ( )x t , which is the 
zero-mean stationary fluctuation in a Gaussian distribution. The Linear Transfer Function (LTF) in Eq. (5) can be determined 
once ( )mX ω∗ is multiplied to both sides of Eq. (5). If an expectation operation is applied after multiplication,  

( ) 2
0 1( ) ( ) ( )m m m mE Y X H E Xω ω ω ω∗ ⎡ ⎤⎡ ⎤ =⎣ ⎦ ⎣ ⎦  

[ ]{ }2 ( , ) ( ) ( ) ( ) ( ) ( ) ( )k l k l m k l m
k l

H E X X X E X X E Xω ω ω ω ω ω ω ω∗ ∗⎡ ⎤ ⎡ ⎤+ −⎣ ⎦ ⎣ ⎦∑∑  
(7)

 



Int. J. Nav. Archit. Ocean Eng. (2015) 7:873~887 877 

The last two terms of Eq. (7) vanish, i.e. ( ) ( ) ( ) 0k l mE X X Xω ω ω∗⎡ ⎤ =⎣ ⎦  and ( ) ( ) 0k lE X Xω ω =⎡ ⎤⎣ ⎦ , because ( )x t is  

zero-mean stationary Gaussian fluctuation (Choi et al., 1985). This simplification is possible because all the spectral com-
ponents of different frequencies become independent of each other if ( )x t  is a zero-mean stationary Gaussian fluctuation. 
Therefore, Eq. (7) finally leads to the well-known formula, as shown in Eq. (8). 

                                 ( )
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The numerator of Eq. (8) is the cross spectrum of the input and output of a given system and LTF is defined as the 
normalized value of a cross spectrum with respect to the auto spectrum of the input.  

Quadratic Transfer Function (QTF) can be deduced by Eq. (8) in a similar manner, but this time after multiplying both sides 
of the equation by ( ) ( )i jX Xω ω∗ ∗ , where i j mω ω ω+ = . Again, if an expectation operation is applied after multiplication,  
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Considering the stationarity and Gaussianity of ( )x t , whose mean is zero, one has ( ) ( ) ( ) 0m i jE X X Xω ω ω∗ ∗⎡ ⎤ =⎣ ⎦ , which 

means that the first term of RHS vanishes. For the last term of Eq. (9) inside ሼڄሽ, following relationships are employed: 
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Finally, Eq. (9) is simplified as 

( ) ( ) ( ) ( ) ( ) ( ) 2
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Hence, QTF of a given system is given by the following: 
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where the numerator is the cross bispectrum of the input and output of a given system and QTF is defined as the normalized 
value of cross bispectrum with respect to the cross spectrum of the input. The cross bispectrum shown in Eq. (12) is a measure 
of the quadratic nonlinear interaction between the input and output, and is defined as a Fourier transform of a third cumulant, as 
shown in Eq. (13). 

( ) [ ]3 1 2 1 2, ( ) ( ) ( )C E y t x t x tτ τ τ τ= + +  (13) 
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MODEL TEST 

To analyze the second order effects of the hydroelastic response of a large blunt ship, the experimental data obtained from 
the model basin test was used to identify the transfer functions up to the second order. The scale segmented model of a Very 
Large Ore Carrier (VLOC) with a 400,000 ton dead weight was towed in a model basin under the given wave conditions. Table 
1 summarizes the main particulars of the tested ship. 

Fig. 1 shows the backbone system installed on the hull together with the hull segmentation. The hull and backbone system 
were segmented into 6 pieces and load cells were installed at each connection of the backbone system to measure both the ver-
tical shear force and bending moment. Cuts 1 and 5 are rigid connections, and only the vertical shear forces are measured at this 
location. Cuts 2 to 4 are the flexible connections and both vertical bending moment and shear forces are measured. The 
backbone system is a tripod type truss structure and a special connection structure was inserted at each connection so that the 
stiffness of the connection could be adjustable, allowing tuning of the natural frequency of the model. The mass distribution of 
the full scale ship was reflected in the model ship by placing mass blocks at designated locations inside the model ship to match 
the longitudinal mass distribution of a full scale ship. 

 
Table 1 Main particulars of VLOC. 

Items Value 

Length between perpendiculars [m] 350.00 

Breadth molded [m] 65.00 

Depth molded [m] 30.40 

Displacement [tones] – Port loaded 448,751 

Mean draft [m] – Port loaded 23 

 

 
(a) Top view. 

 
(b) Side view. 

 
(c) Model. 

Fig. 1 Test model (1/60 scale). 
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The scale ratio of the model was set to 60, which was determined based on the quality-guaranteed minimum wavelength of 
the model basin. Both the time and length of the model were determined according to the Froude scale law. Hence, the model 
towing speed and natural frequency of the model ship were set as follows: 

fm
m f

f

VL
V V

L
= =

Λ  

f
m f f

m

L
L

ω ω ω= = Λ  (14)

  
where subscript m means the model ship, whereas f means the full scale ship. Λ is the scale ratio, ω is the circular 
frequency and L is the length of the ship. The stiffness of the model ship was also scaled down according to the relationship 
given in Eq. (14) together with the frequency of a homogeneous beam. Therefore, the bending stiffness of the model ship 
was set to  

5
m

m f
f

EI EI
ρ
ρ

=
Λ

 (15) 

where EI  is the bending stiffness of the ship and ρ  is the density of the material. Only the vertical flexibility was considered 
in the model ship because the ship was planned to be towed under head wave conditions. 

The model ship was calibrated in such a way that it reproduced the dynamic characteristics of the full scale ship, particularly 
the natural frequencies. The expected wet natural frequencies of the model ship under full load conditions corresponds to 0.37 
Hz and 0.78 Hz for the first and second vertical vibration modes, respectively. These values are the natural frequencies of the 
model ship, which were obtained by scaling down the values calculated by the numerical wet hammering test done by WISH-
Flex program (Kim, 2009). By targeting the expected wet natural frequency of the model ship for the first vertical vibration 
mode, the stiffness of the model ship was adjusted using the special connection structure, and the wet natural frequencies of 
0.37 Hz and 0.88 Hz for the first and second vertical vibration mode were achieved. The distribution of mass along the ship 
length was determined by following that of a real ship. Owing to the dominant effect of the first vertical vibration mode to the 
response of the model ship, the first mode was exclusively respected during the calibration process. No intentional damping 
calibration was made for the model ship, because the damping ratio of the full scale ship is unknown. The damping ratio of the 
model ship was 0.4~0.6% under wet conditions, to which both the structural and hydrodynamic damping contributed. The 
calibrated model ship was towed in a model basin through an irregular head wave at a given speed. The irregular waves were 
generated based on the JONSWAP wave spectrum given in Eq. (16).  
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Three sea states were selected for the analysis, which are the cases that the relative contribution of the springing response is 
significant compared to the quasi-static wave induced response. Table 2 lists the 3 selected sea states, all of which have a 
relatively short wave period. Significant springing excitation can be expected from these sea states owing to the less dramatic 
wave energy decreasing pattern near the tail of the wave spectrum. The towing speed was decreased gradually with increasing 
significant wave height considering both the added resistance and voluntary speed reduction. The port loaded condition was 
considered, so that the potential bottom-slamming-induced whipping response does not prevail, in which case, the validity of 
the spectral analysis is questioned. 
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Table 2 Analyzed test conditions. 

Sea state No. γ  
sH [m] pT [sec] Speed [kts] 

1 3 4.5 8.6 12.0 

2 5 6.5 8.2 8.0 

3 5 8.5 8.2 6.0 

 
Fig. 2 shows the measured time history of the wave elevation and vertical bending moment at midship section of the hull 

under sea states No.1 and No.2. For clear visibility, data is plotted between 500 to 1,000 sec in a selective manner, out of test 
data of 35 min. in a full scale time frame. Fig. 2(a) to (c) clearly indicate that the vibration response is significant. The entire 
measured data out of the model test were scaled up, so that the values are full scale ones. 

 

 
(a) Sea state No.1 (Hs=4.5 m, Tp=8.6 sec). 

 

 
(b) Sea state No.2 (Hs=6.5 m, Tp=8.2 sec). 
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(c) Sea state No.3 (Hs=8.5 m, Tp=8.2 sec). 

Fig. 2 Measured time history of the wave elevation and vertical bending moment. 
 
Fig. 3 shows both the wave and VBM spectral mass functions for each sea state, which is expressed as the frequency of the 

encounter. Regarding the wave spectrum, the peak modal frequency tends to shift to the low frequency direction as the wave 
height increases, which is caused by the decreasing ship speed with respect to the increasing wave height. In terms of the VBM 
response, the response spectrum in the wave frequency regime tends to increase with increasing wave height, as expected, but 
this tendency does not hold for the high frequency vibration response. If the peak value of the high frequency response is 
focused, the high frequency vibration response tends to stay relatively calm regardless of the wave height variation. This appears 
to be caused by the compensation between the positive and negative effects, each of which is induced by an increase in wave 
height and a decrease in speed. Speed reduction with respect to the wave height causes the wave spectrum to shift toward the 
low frequency direction, eventually leading to less excitation of the wave to the vibration response, at least in a linear sense. 

 

 
(a) Wave spectrum (Sea state No.1).      (b) VBM spectrum (Sea state No.1).     (c) Wave spectrum (Sea state No.2). 

 
  (d) VBM spectrum (Sea state No.2).    (e) Wave spectrum (Sea state No.3).      (f) VBM spectrum (Sea state No.3). 

Fig. 3 Wave and VBM response spectrum for each sea state. 
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Throughout all cases considered, the vibration responses were more pronounced compared to the response in the wave 
frequency regime, even though the wave energy appears to be barely present in this frequency regime. The significance of wave 
energy near the tail of wave spectrum in terms of vibration response is normally difficult to recognize, but the following cross 
spectral analysis can identify it clearly. 

HIGHER ORDER SPECTRAL ANALYSIS 

Cross spectral analysis for the LTF 

Using the measured time history of both the wave elevation and VBM at the midship section, cross spectral analysis was 
carried out to identify the LTF. As explained before, the LTF can be obtained by normalizing the cross spectrum of the wave 
elevation and VBM response with an auto spectrum of the wave elevation. Fig. 4 shows the cross spectra and LTFs for each sea 
state. The cross spectrum shown in Fig. 4 is a measure of the correlation between the wave elevation and the VBM response, 
indicating that high power means a strong correlation between the two quantities at a given frequency in a linear manner. Fig. 
4(a), (c) and (e) show that there is a strong correlation between the wave elevation and VBM response within the wave frequency 
regime, which in turns means that wave induced VBM response is linearly correlated with the wave elevation. Another peak of 
power appears around the frequency value of 2.3 rad/sec, which is induced by the vibration response correlated with the wave 
elevation. Normalizing the cross spectrum of wave elevation and VBM response to the auto power spectrum of the wave eleva-
tion leads to the VBM response intensity with respect to the unit wave elevation. These linear transfer functions are plotted in 
Fig. 4(b), (d) and (f). A high peak appears around the frequency of 2.3 rad/sec, which is driven by the vibration response of the 
hull excited by the wave of the same frequency. Owing to the different ship speeds for different sea state, the LTFs from the 
different sea states did not match each other. Interestingly, the discrepancy of LTFs within vibration frequency is not as signify-
cant as that of wave frequency. In terms of the peak frequency in the vibration frequency regime, it is natural to expect that the peak 
frequency matches the natural frequency of the flexible hull, which is the case for all three LTFs. In case of the VBM response 
in the wave frequency regime, both the peaks and magnitudes change depending on the ship speed because, for example, the 
heave or pitch resonance frequency moves when the ship speed changes, eventually influencing the VBM response. 

 

  
(a) Cross spectrum (Sea state No.1).          (b) LTF (Sea state No.1).          (c) Cross spectrum (Sea state No.2). 

 
(d) LTF (Sea state No.2).           (e) Cross spectrum (Sea state No.3).           (f) LTF (Sea state No.3). 

Fig. 4 Cross spectrum and linear transfer function. 
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Cross bispectral analysis for QTF 

To decompose the response spectrum into its linear and quadratic portions, QTF was identified using cross bispectral 
analysis applied to the measured wave elevation and VBM response time history. QTF is defined as the normalized cross 
bispectrum with respect to the cross spectrum of the wave elevation. The cross bispectrum in Fig. 5 is a measure of the 
quadratic correlation between the VBM response and wave elevation, indicating that high power means a strong correlation 
between the VBM response at a given frequency ( )mω  and the wave elevation of two frequencies ( ),i jω ω , whose sum or 
difference matches the frequency of VBM. In Fig. 5(a), (c) and (e), some typical pattern of cross bispectrum can be observed. A 
relative high power concentration appears along the straight line, 1 2 2.3ω ω+ =  rad/sec, which means that the wave elevation 
and vibration response have a strong quadratic sum frequency interaction. More specifically, this power concentration along the 
line, 1 2 2.3ω ω+ =  rad/sec, within the frequency range, 0.5 to 1.5 rad/sec, is induced by the higher power of the wave 
spectrum in the corresponding frequency range. In addition, the power concentration in the first and third quadrants suggests 
that the quadratic interaction between the wave elevation and the VBM response is takes place only in the sum frequency sense. 
Furthermore, a relatively small power concentration is present along the straight line of 1 2 0.5 ~ 1.0ω ω+ =  rad/sec, which is 
the quadratic difference frequency interaction between the wave elevation and wave frequency response.  

Once normalized, these cross bispectra become QTFs, as shown in Fig. 5(b), (d) and (f). The contour plots of QTF indicate 
that a high magnification is expected along the line, 1 2 2.3ω ω+ =  rad/sec, within the frequency range of 0.5 to 1.5 rad/sec. 
Similar to the high peaks of LTFs around the frequency of 2.3 rad/sec, these 2D peaks, when combined with the cross spectrum 
of wave elevation, are considered a source of a significant second order response in the vibration frequency regime. The 
contribution of the second order respons e is expected to be considerable because the peaks run with the same magnitude along 
the line of 1 2 2.3ω ω+ =  rad/sec, particularly within the frequency range of 0.5 to 1.5 rad/sec, where the power of wave 
elevation is highly concentrated. 

Additional isolated peaks lying on the 1 2 0.5 ~ 1.0ω ω+ =  rad/sec on the second and fourth quadrants are the source of 
the second order response in the wave frequency regime, but the contribution of this second order effect is considered to be 
limited because the these peaks are spotted on the plane unlike those in the vibration frequency regime. 

 

   
(a) Cross bispectrum (Sea state No.1).         (b) QTF (Sea state No.1).           (c) Cross bispectrum (Sea state No.2). 

 

   
(d) QTF (Sea state No.2).         (e) Cross bispectrum (Sea state No.3).         (f) QTF (Sea state No.3). 

Fig. 5 Cross bispectrum and quadratic transfer function. 
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Response decomposition 

Eq. (17) shows the relationship between the wave spectrum and the response spectrum considering both the linear and 
quadratic interaction between the input and output. The first term is the well-known expression of the response spectrum, which 
is valid only if the system under consideration is linear. The second term represents the second order response spectrum that is 
expressed in terms of the integration of the product of QTF and cross spectrum of the wave elevation. The integration of Eq. (17) 
is done along the straight line of 1 2 constω ω+ = .  

( ) ( ) ( ) ( ) ( ) ( )2 2
1 2

1 ,yy xx xx xxS H S H S S dω ω ω ω θ θ ω θ θ θ
π

∞

−∞

= + − −∫  (17) 

Fig. 6 presents the VBM response spectra for each sea state decomposed into linear and linear plus quadratic responses. For 
better visibility, the frequency range was divided into the wave and vibration frequency, respectively, with a dividing frequency 
of 1.5 rad/sec. For all cases, the linear responses, which are represented by the red line, fall short of the measured responses, the 
blue line. On the other hand, the discrepancies between the measurements and analysis results become small once the quadratic 
parts are added to the linear ones. When focus is on the peak value of the response spectrum in the vibration frequency regime, 
it can be observed that the relative contribution of the quadratic part is significant and it tends to increase slightly as the wave 
height increases. On the other hand, there still remain some gaps between the measurement and analysis results, even after 
adding the quadratic part, and this gap tends to become larger as the wave height increases, from No.1 to No.3. This reaming 
gap is understood as what might be filled even with higher order effects.  

 

 
(a) Wave frequency (Sea state No.1).     (b) Vibration frequency (Sea state No.1).   (c) Wave frequency (Sea state No.2). 

 
(d) Vibration frequency (Sea state No.2).  (e) Wave frequency (Sea state No.3).   (f) Vibration frequency (Sea state No.3). 

Fig. 6 Decomposition of the VBM response spectrum for each sea state. 
 
Turning to the responses in wave frequency regime, the influence of quadratic nonlinearity is less pronounced, compared 

to those in the vibration frequency regime. This is understandable because the hull geometry of an analyzed ship is unlikely to 
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induce a significant nonlinear effect, which may be caused by a dramatic change in wet hull geometry during the motion. The 
response spectra predicted by spectral analysis do not match the measurements precisely particularly in the wave frequency 
regime, and this is related to the accuracy of the QTFs. The accuracy of QTF is strongly related to the stationarity and 
Gaussianity of the wave elevation, but the Gaussianity assumption does not hold in a strict sense once the wave elevation 
becomes large. Another potential source of error in predicting the QTF in the wave frequency regime is the length of data used 
for cross bispectral analysis. No systematic study on the effects of the data length for accurate spectral analysis has been 
carried out, which is considered one of the most important future study items. Although there still is room for further im-
provement of the prediction accuracy, the analysis results shown in Fig. 6 clearly indicate that the second order effects on the 
vibration response are considerable, which might be caused by the nonlinear diffraction forces present mainly near the bow of 
the ship.  

CONCLUSIONS 

The unknown second order effect related to the springing response of a large blunt ship, such as very large ore carrier, was 
analyzed using the higher order spectral analysis. Based on the above mentioned numerical results and discussions, the 
following conclusions were derived 
1) The second order effects of the springing response of a very large ore carrier was analyzed using higher order spectral 

analysis. The VBM response spectrum, which was obtained from the segmented model test, was decomposed into linear and 
linear plus quadratic parts using the linear and quadratic transfer functions derived from cross and cross bispectral analysis. 

2) The VMB response spectra under the considered sea states showed that the vibration response is quite pronounced even 
though the power of wave elevation at the corresponding frequency regime is negligibly small. This in turns indicates the 
presence of a significant second order effect relevant to the vibration response of the hull. 

3) Cross spectral analysis showed that there is some linear correlation between the VBM response and wave elevation in the 
vibration frequency regime, even though the wave energy barely exists. A normalized version of the cross spectrum, i.e. LTF, 
clearly indicated that a high magnification is expected in the vibration frequency regime. 

4) The cross bispectral analysis results showed that the strong quadratic interaction between the VBM response and wave 
elevation is present along the line, 1 2 2.3ω ω+ =  rad/sec, which corresponds to the natural frequency of the ship. QTF also 
indicated that a high magnification is expected along this line, which can lead to significant second order effects in terms of 
the vibration response. 

5) The quadratic part of vibration response was comparable to the linear one and the relative contribution of the quadratic part 
tended to increase with increasing wave height. On the other hand, the contribution of the quadratic part in the wave 
frequency regime is limited, which is considered natural owing to the relatively mild geometric changes to the wet surface 
with respect to the ship motion. 

6) In this paper, the cross and cross bispectral analysis technique was applied successfully to identify the second order effect of 
the springing response of a large blunt ship. This methodology can be extended to cover full scale measurement data, so that 
an unknown nonlinear effect related to the springing response of large merchant ships can be understood with clarity, 
eventually supporting the robust ship design against potential damage induced by the springing response. 
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