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#### Abstract

The area under the ROC curve can be represented by both Mann-Whitney and Wilcoxon rank sum statistics. Consider an ROC surface and manifold equal to three dimensions or more. This paper finds that the volume under the ROC surface (VUS) and the hypervolume under the ROC manifold (HUM) could be derived as functions of both conditional Mann-Whitney statistics and conditional Wilcoxon rank sum statistics. The nullhypothesis equal to three distribution functions or more are identical can be tested using VUS and HUM statistics based on the asymptotic large sample theory of Wilcoxon rank sum statistics. Illustrative examples with three and four random samples show that two approaches give the same VUS and $\mathrm{HUM}^{4}$. The equivalence of several distribution functions is also tested with VUS and $\mathrm{HUM}^{4}$ in terms of conditional Wilcoxon rank sum statistics.
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## 1. Introduction

The ROC curve for two dimensions is a popular method for biostatistics and credit evaluation study (Egan, 1975; Engelmann et al., 2003; Fawcett, 2003; Hong, 2009; Hong et al., 2010; Provost and Fawcett, 2001; Sobehart and Keenan, 2001; Swets, 1988; Swets et al., 2000; Zou et al., 2007). Let $X_{1}$ and $X_{2}$ be two random variables with their cumulative distribution functions $F_{1}(\cdot)$ and $F_{2}(\cdot)$, respectively. The area under the ROC curve (AUC) is defined as $P\left(X_{1} \leq X_{2}\right)$. With an additional assumption $F_{1}(x) \geq F_{2}(x)$ for all $x$, the range of the AUC belongs to [1/(2!), 1].

It is well known that the empirical AUC for sample data is represented by Mann-Whitney statistics (Bamber, 1975; Faraggi and Reiser, 2002; Hanley and McNeil, 1982; Mann and Whitney, 1947; Rosset, 2004) empirical AUC is also represented as Wilcoxon rank sum statistic since the MannWhitney statistic has a linear relationship with Wilcoxon rank sum statistic (Conover, 1980; Gibbons, 1971; Randles and Wolfe, 1979; Wilcoxon, 1945).

Next consider an ROC surface for three dimensions and an ROC manifold equal to four dimensions or more. The volume under the ROC surface (VUS) and hypervolume under the ROC manifold (HUM) are defined as $P\left(X_{1} \leq X_{2} \leq X_{3}\right)$ and $P\left(X_{1} \leq X_{2} \leq \cdots \leq X_{k}\right)$ (the HUM will be considered for only four dimensions in this paper). Hong and Cho (2015) showed that VUS and HUM are represented as functions of Mann-Whitney statistics by extension because AUC is derived as MannWhitney statistics. In this paper, we will propose that VUS and HUM could be represented as functions of Wilcoxon rank sum statistics as well because the Mann-Whitney statistic has a relationship with the Wilcoxon rank sum statistic.

[^0]Joseph (2005) extended the method of Wilkie (2004) and proposed the standard criteria of the AUC for the probability of default based on Basel II under the assumption of homogeneous normal distribution functions. With similar arguments of Joseph (2005), Hong et al. (2013) and Hong and Jung (2014) suggested standard criteria for the VUS and HUM to discriminate three and four classification models, respectively. These works are only provided for 13 validation ranges based on VUS and HUM values. This paper proposes that the significance of the VUS and HUM could be determined using the Wilcoxon rank sum test method since VUS and HUM are functions of conditional Wilcoxon rank sum statistics.

In Section 2, the VUS and HUM are expressed by appropriate conditional probabilities derived as functions of conditional Mann-Whitney statistics and conditional Wilcoxon rank sum statistics as well. Therefore, VUS and HUM can also be derived as functions of conditional Wilcoxon rank sum statistics since VUS and HUM are represented as functions of conditional Mann-Whitney statistics. In Section 3, some statistical testing methods for the VUS and HUM are proposed based on the asymptotic large sample theory of conditional Wilcoxon rank sum statistics. We therefore suggest that null hypothesis equal to three distribution functions or more are identical and can tested with VUS and HUM values. Some illustrative examples for three and four random samples are provided in Section 4. The values of the VUS and HUM ${ }^{4}$ using Mann-Whitney statistics are the same as those using Wilcoxon rank sum statistics. The significance of the VUS and $\mathrm{HUM}^{4}$ can be tested with the asymptotic large sample theory of conditional Wilcoxon rank sum statistics with these examples. Section 5 provides the conclusion and future works.

## 2. Representation of VUS and HUM with Wilcoxon Rank Sum Statistics

For the discrete random variables $X_{1}$ and $X_{2}$, the AUC is derived as $P\left(X_{1} \leq X_{2}\right)=P\left(X_{1}<X_{2}\right)+$ $P\left(X_{1}=X_{2}\right) / 2$. Suppose that $\left\{X_{1,1}, \ldots, X_{1, n_{1}}\right\}$ and $\left\{X_{2,1}, \ldots, X_{2, n_{2}}\right\}$ are two random samples of $X_{1}$ and $X_{2}$ with sizes $n_{1}$ and $n_{2}$, respectively. It is well known that the empirical AUC is obtained by using Mann-Whitney statistics such as $\left[U_{X_{1}<X_{2}}+U_{X_{1}=X_{2}} / 2\right] / n_{1} n_{2}$, where $U_{X_{1}<X_{2}}$ and $U_{X_{1}=X_{2}}$ are defined as $\sum_{i, j} I\left(X_{1 i}<X_{2 j}\right)$ and $\sum_{i, j} I\left(X_{1 i}=X_{2 j}\right)$, respectively. With the relationship between Mann-Whitney and Wilcoxon rank sum statistics, the AUC is also obtained as [ $\left.\sum_{j} R_{j}^{X_{2}}-n_{2}\left(n_{2}+1\right) / 2\right] / n_{1} n_{2}$, where $\sum_{j} R_{j}^{X_{2}}$ is denoted as Wilcoxon rank sum statistic of $X_{2}$ from the combined sample of $X_{1}$ and $X_{2}$.

Let us consider the VUS and $\mathrm{HUM}^{4}$ for the ROC surface and manifold for three and four dimensions, respectively. Let $X_{1}, \ldots, X_{4}$ be four random variables with cumulative distribution functions $F_{1}(\cdot), \ldots, F_{4}(\cdot)$, respectively. With an assumption $F_{1}(x) \geq F_{2}(x) \geq F_{3}(x) \geq F_{4}(x)$ for all $x$, values of VUS and $\mathrm{HUM}^{4}$ belong to $[1 /(3!), 1]$ and $[1 /(4!), 1]$. Hong and Cho (2015) expressed VUS with the following conditional probabilities.

$$
\begin{align*}
P\left(X_{1} \leq X_{2} \leq X_{3}\right)= & P\left(X_{2}<X_{3} \mid X_{1}<X_{2}\right) P\left(X_{1}<X_{2}\right)+\frac{1}{2} P\left(X_{2}=X_{3} \mid X_{1}<X_{2}\right) P\left(X_{1}<X_{2}\right) \\
& +\frac{1}{2} P\left(X_{2}<X_{3} \mid X_{1}=X_{2}\right) P\left(X_{1}=X_{2}\right)+\frac{1}{2^{2}} P\left(X_{2}=X_{3} \mid X_{1}=X_{2}\right) P\left(X_{1}=X_{2}\right) . \tag{2.1}
\end{align*}
$$

Hong and Cho (2015) also showed that VUS can have a relationship with conditional MannWhitney statistics.

$$
\begin{equation*}
\operatorname{VUS}_{M W}=\frac{1}{n_{1} n_{2} n_{3}}\left[U_{X_{2}<X_{3} \mid X_{1}<X_{2}}+\frac{1}{2} U_{X_{2}=X_{3} \mid X_{1}<X_{2}}+\frac{1}{2} U_{X_{2}<X_{3} \mid X_{1}=X_{2}}+\frac{1}{2^{2}} U_{X_{2}=X_{3} \mid X_{1}=X_{2}}\right], \tag{2.2}
\end{equation*}
$$

Table 1: Representation with Mann-Whitney or Wilcoxon rank sum statistics for VUS

| [P(X_{2}<X_{3}\|X_{1}<X_{2})+\frac{1}{2}P(X_{2}=X_{3}|X_{1}<X_{2})]$P\left(X_{1}<X_{2}\right)$ | $\frac{1}{n_{1} n_{2} n_{3}}\left[U_{X_{2}<X_{3} \mid X_{1}<X_{2}}+\frac{1}{2} U_{X_{2}=X_{3} \mid X_{1}<X_{2}}\right]$ |
| :---: | :--- |
|  | $\frac{1}{n_{1} n_{2} n_{3}}\left[\sum_{k} R_{k}^{X_{3} \mid X_{1}<X_{2}}-\frac{n_{3}\left(n_{3}+1\right)}{2}\right]$ |
|  | $\frac{1}{n_{1} n_{2} n_{3}}\left[U_{X_{2}<X_{3} \mid X_{1}=X_{2}}+\frac{1}{2} U_{\left.X_{2}=X_{3} \mid X_{1}=X_{2}\right]}\right.$ |
|  | $\frac{1}{n n_{1} n_{2} n_{3}}\left[\sum_{k} R_{k}^{X_{3} X_{1}=X_{2}}-\frac{n_{3}\left(n_{3}+1\right)}{2}\right]$ |

VUS = volume under the ROC surface.
where conditional Mann-Whitney statistics are defined as $U_{X_{2}<X_{3} \mid X_{1}<X_{2}}=\sum_{j, k} I\left(X_{2 j}<X_{3 k} \mid X_{1 i}<X_{2 j}\right)$, $U_{X_{2}=X_{3} \mid X_{1}<X_{2}}=\sum_{j, k} I\left(X_{2 j}=X_{3 k} \mid X_{1 i}<X_{2 j}\right), U_{X_{2}<X_{3} \mid X_{1}=X_{2}}=\sum_{j, k} I\left(X_{2 j}<X_{3 k} \mid X_{1 i}=X_{2 j}\right), U_{X_{2}=X_{3} \mid X_{1}=X_{2}}=$ $\sum_{j, k} I\left(X_{2 j}=X_{3 k} \mid X_{1 i}=X_{2 j}\right)$.

Note that if there is no tied sample of $X_{1}$ and $X_{2}$, then conditional Mann-Whitney statistics $U_{X_{2}<X_{3} \mid X_{1}=X_{2}}$ and $U_{X_{2}=X_{3} \mid X_{1}=X_{2}}$ have zero values. Mann-Whitney statistics can have a relationship with Wilcoxon rank sum statistics; therefore, VUS can have a relationship with the following conditional Wilcoxon rank sum statistics.

Theorem 1. The VUS, $P\left(X_{1} \leq X_{2} \leq X_{3}\right)$, can also be represented as

$$
V U S_{W}=\frac{1}{n_{1} n_{2} n_{3}}\left\{\left[\sum_{k} R_{k}^{X_{3} \mid X_{1}<X_{2}}-\frac{n_{3}\left(n_{3}+1\right)}{2}\right] I(A)+\frac{1}{2}\left[\sum_{k} R_{k}^{X_{3} \mid X_{1}=X_{2}}-\frac{n_{3}\left(n_{3}+1\right)}{2}\right] I(B)\right\},
$$

where $\sum_{k} R_{k}^{X_{3} \mid X_{1}<X_{2}}$ and $\sum_{k} R_{k}^{X_{3} \mid X_{1}=X_{2}}$ are conditional Wilcoxon rank sum statistics of $X_{3}$ from the combined sample of $X_{2}$ and $X_{3}$ given situations $X_{1}<X_{2}$ and $X_{1}=X_{2}$, respectively. The sets $A$ and $B$ mean that there exists at least one sample that satisfies the corresponding conditional states of $X_{1}<X_{2}$ and $X_{1}=X_{2}$, respectively.
Proof: Note that $U_{X_{2}<X_{3} \mid X_{1}<X_{2}}+U_{X_{2}=X_{3} \mid X_{1}<X_{2}} / 2=\sum_{k} R_{k}^{X_{3} \mid X_{1}<X_{2}}-n_{3}\left(n_{3}+1\right) / 2$ and $U_{X_{2}<X_{3} \mid X_{1}=X_{2}}+$ $U_{X_{2}=X_{3} \mid X_{1}=X_{2}} / 2=\sum_{k} R_{k}^{X_{3} \mid X_{1}=X_{2}}-n_{3}\left(n_{3}+1\right) / 2$ implies that the VUS is represented as

$$
\begin{aligned}
& \frac{1}{n_{1} n_{2} n_{3}}\left\{\left[U_{X_{2}<X_{3} \mid X_{1}<X_{2}}+\frac{1}{2} U_{X_{2}=X_{3} \mid X_{1}<X_{2}}\right]+\frac{1}{2}\left[U_{X_{2}<X_{3} \mid X_{1}=X_{2}}+\frac{1}{2} U_{X_{2}=X_{3} \mid X_{1}=X_{2}}\right]\right\} \\
& =\frac{1}{n_{1} n_{2} n_{3}}\left\{\left[\sum_{k} R_{k}^{X_{3} \mid X_{1}<X_{2}}-\frac{n_{3}\left(n_{3}+1\right)}{2}\right]+\frac{1}{2}\left[\sum_{k} R_{k}^{X_{3} \mid X_{1}=X_{2}}-\frac{n_{3}\left(n_{3}+1\right)}{2}\right]\right\} .
\end{aligned}
$$

If there is no tied sample of $X_{1}$ and $X_{2}$, then the statistic $\sum_{k} R_{k}^{X_{3} \mid X_{1}=X_{2}}$ has a zero value, so that $\left[\sum_{k} R_{k}^{X_{3} \mid X_{1}=X_{2}}-n_{3}\left(n_{3}+1\right) / 2\right]=0$. Hence we obtain the Theorem 1 with two indicator functions. Note that we may conclude that the two terms in (2.1) can be obtained by either Mann-Whitney statistics in (2.2) or Wilcoxon rank sum statistic in Theorem 1 (Table 1).

Hong and Cho (2015) expressed the $\mathrm{HUM}^{4}$ for four dimensions with following conditional probabilities.

$$
\begin{align*}
& P\left(X_{1} \leq X_{2} \leq X_{3} \leq X_{4}\right)  \tag{2.3}\\
& =P\left(X_{3}<X_{4} \mid X_{1}<X_{2}<X_{3}\right) P\left(X_{1}<X_{2}<X_{3}\right)+\frac{1}{2} P\left(X_{3}=X_{4} \mid X_{1}<X_{2}<X_{3}\right) P\left(X_{1}<X_{2}<X_{3}\right) \\
& \quad+\frac{1}{2} P\left(X_{3}<X_{4} \mid X_{1}=X_{2}<X_{3}\right) P\left(X_{1}=X_{2}<X_{3}\right)+\frac{1}{2^{2}} P\left(X_{3}=X_{4} \mid X_{1}=X_{2}<X_{3}\right) P\left(X_{1}=X_{2}<X_{3}\right)
\end{align*}
$$

$$
\begin{aligned}
& +\frac{1}{2} P\left(X_{3}<X_{4} \mid X_{1}<X_{2}=X_{3}\right) P\left(X_{1}<X_{2}=X_{3}\right)+\frac{1}{2^{2}} P\left(X_{3}=X_{4} \mid X_{1}<X_{2}=X_{3}\right) P\left(X_{1}<X_{2}=X_{3}\right) \\
& +\frac{1}{2^{2}} P\left(X_{3}<X_{4} \mid X_{1}=X_{2}=X_{3}\right) P\left(X_{1}=X_{2}=X_{3}\right)+\frac{1}{2^{3}} P\left(X_{3}=X_{4} \mid X_{1}=X_{2}=X_{3}\right) P\left(X_{1}=X_{2}=X_{3}\right)
\end{aligned}
$$

Similarly, Hong and Cho (2015) showed that $\mathrm{HUM}^{4}$ can have a relationship with conditional Mann-Whitney statistics.

$$
\begin{align*}
\operatorname{HUM}_{M W}^{4}= & \frac{1}{n_{1} n_{2} n_{3} n_{4}}\left\{\left[U_{X_{3}<X_{4} \mid X_{1}<X_{2}<X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}<X_{2}<X_{3}}\right]+\frac{1}{2}\left[U_{X_{3}<X_{4} \mid X_{1}=X_{2}<X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}=X_{2}<X_{3}}\right]\right. \\
& \left.+\frac{1}{2}\left[U_{X_{3}<X_{4} \mid X_{1}<X_{2}=X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}<X_{2}=X_{3}}\right]+\frac{1}{2^{2}}\left[U_{X_{3}<X_{4} \mid X_{1}=X_{2}=X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}=X_{2}=X_{3}}\right]\right\} \tag{2.4}
\end{align*}
$$

where $U_{X_{3}<X_{4} \mid X_{1}<X_{2}<X_{3}}$ is defined as $\sum_{k, l} I\left(X_{3 k}<X_{4 l} \mid X_{1 i}<X_{2 j}<X_{3 k}\right)$, and other $U_{X_{3}=X_{4} \mid X_{1}<X_{2}<X_{3}}$, $U_{X_{3}<X_{4} \mid X_{1}=X_{2}<X_{3}}, U_{X_{3}=X_{4} \mid X_{1}=X_{2}<X_{3}}, U_{X_{3}<X_{4} \mid X_{1}<X_{2}=X_{3}}, U_{X_{3}=X_{4} \mid X_{1}<X_{2}=X_{3}}, U_{X_{3}<X_{4} \mid X_{1}=X_{2}=X_{3}}, U_{X_{3}=X_{4} \mid X_{1}=X_{2}=X_{3}}$ can easily be defined using similar arguments with.

Note that the four kinds of conditional Mann-Whitney statistics, $U_{. \mid X_{1}<X_{2}<X_{3}}, U_{. \mid X_{1}=X_{2}<X_{3}}, U_{\cdot \mid X_{1}<X_{2}=X_{3}}$, and $U_{\cdot \mid X_{1}=X_{2}=X_{3}}$, have non-zero values, if there exists at least one sample that satisfy corresponding conditional states of $X_{1}, X_{2}$ and $X_{3}$ such as $X_{1}<X_{2}<X_{3}, X_{1}=X_{2}<X_{3}, X_{1}<X_{2}=X_{3}$ and $X_{1}=X_{2}=X_{3}$, respectively. $\mathrm{HUM}^{4}$ can have a relationship with the following modified Wilcoxon rank sum statistics in Theorem 2.

Theorem 2. The HUM ${ }^{4}, P\left(X_{1} \leq X_{2} \leq X_{3} \leq X_{4}\right)$, can also be derived with conditional Wilcoxon rank sum statistics as follows

$$
\begin{aligned}
H U M_{W}^{4}= & \frac{1}{n_{1} n_{2} n_{3} n_{4}}\left\{\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}<X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right] I(A)+\frac{1}{2}\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}<X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right] I(B)\right. \\
& \left.+\frac{1}{2}\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}=X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right] I(C)+\frac{1}{2^{2}}\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}=X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right] I(D)\right\},
\end{aligned}
$$

where $\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}<X_{3}}, \sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}<X_{3}}, \sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}=X_{3}}$ and $\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}=X_{3}}$ are the conditional Wilcoxon rank sum statistics of $X_{4}$ from the combined sample of $X_{3}$ and $X_{4}$ given situations $X_{1}<X_{2}<X_{3}$, $X_{1}=X_{2}<X_{3}, X_{1}<X_{2}=X_{3}$ and $X_{1}=X_{2}=X_{3}$, respectively. And the sets $A, B, C, D$ in the indicator functions in Theorem 4 mean that there exists at least one sample satisfying corresponding conditional states of $X_{1}<X_{2}<X_{3}, X_{1}=X_{2}<X_{3}, X_{1}<X_{2}=X_{3}$ and $X_{1}=X_{2}=X_{3}$, respectively.

Proof: Since the following conditional Mann-Whitney statistics,

$$
\begin{array}{ll}
{\left[U_{X_{3}<X_{4} \mid X_{1}<X_{2}<X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}<X_{2}<X_{3}}\right],} & {\left[U_{X_{3}<X_{4} \mid X_{1}=X_{2}<X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}=X_{2}<X_{3}}\right],} \\
{\left[U_{X_{3}<X_{4} \mid X_{1}<X_{2}=X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}<X_{2}=X_{3}}\right],} & \text { and }\left[U_{X_{3}<X_{4} \mid X_{1}=X_{2}=X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}=X_{2}=X_{3}}\right],
\end{array}
$$

Table 2: Representation with Mann-Whitney or Wilcoxon rank sum statistics for $\mathrm{HUM}^{4}$

| $\left[P\left(X_{3}<X_{4} \mid X_{1}<X_{2}<X_{3}\right)+\frac{1}{2} P\left(X_{3}=X_{4} \mid X_{1}<X_{2}<X_{3}\right)\right] P\left(X_{1}<X_{2}<X_{3}\right)$ | $\frac{1}{n_{1} n_{2} n_{3} n_{4}}\left[U_{X_{3}<X_{4} \mid X_{1}<X_{2}<X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}<X_{2}<X_{3}}\right]$ |
| :---: | :---: |
|  | $\frac{1}{n_{1} n_{2} n_{3} n_{4}}\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}<X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right]$ |
| $\left[P\left(X_{3}<X_{4} \mid X_{1}=X_{2}<X_{3}\right)+\frac{1}{2} P\left(X_{3}=X_{4} \mid X_{1}=X_{2}<X_{3}\right)\right] P\left(X_{1}=X_{2}<X_{3}\right)$ | $\frac{1}{n_{1} n_{2} n_{3} n_{4}}\left[U_{X_{3}<X_{4} \mid X_{1}=X_{2}<X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}=X_{2}<X_{3}}\right]$ |
|  | $\frac{1}{n_{1} n_{2} n_{3} n_{4}}\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}<X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right]$ |
| $\left[P\left(X_{3}<X_{4} \mid X_{1}<X_{2}=X_{3}\right)+\frac{1}{2} P\left(X_{3}=X_{4} \mid X_{1}<X_{2}=X_{3}\right)\right] P\left(X_{1}<X_{2}=X_{3}\right)$ | $\frac{1}{n_{1} n_{2} n_{3} n_{4}}\left[U_{X_{3}<X_{4} \mid X_{1}<X_{2}=X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}<X_{2}=X_{3}}\right]$ |
|  | $\frac{1}{n_{1} n_{2} n_{3} n_{4}}\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}=X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right]$ |
| $\left[P\left(X_{3}<X_{4} \mid X_{1}=X_{2}=X_{3}\right)+\frac{1}{2} P\left(X_{3}=X_{4} \mid X_{1}=X_{2}=X_{3}\right)\right] P\left(X_{1}=X_{2}=X_{3}\right)$ | $\frac{1}{n_{1} n_{2} n_{3} n_{4}}\left[U_{X_{3}<X_{4} \mid X_{1}=X_{2}=X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}=X_{2}=X_{3}}\right]$ |
|  | $\frac{1}{n_{1} n_{2} n_{3} n_{4}}\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}=X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right]$ |

HUM = hypervolume under the ROC manifold.
are expressed as the following conditional Wilcoxon rank sum statistics,

$$
\begin{array}{ll}
{\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}<X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right],} & {\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}<X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right],} \\
{\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}=X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right],} & \text { and }\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}=X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right],
\end{array}
$$

respectively, the $\mathrm{HUM}^{4}$ is represented as

$$
\begin{aligned}
& \frac{1}{n_{1} n_{2} n_{3} n_{4}}\left\{\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}<X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right]+\frac{1}{2}\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}<X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right]\right. \\
& \left.+\frac{1}{2}\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}=X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right]+\frac{1}{2^{2}}\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}=X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right]\right\} .
\end{aligned}
$$

If there do not exist any sample points satisfying corresponding conditional states of $X_{1}, X_{2}$ and $X_{3}$ such as $X_{1}<X_{2}<X_{3}$ and $X_{1}=X_{2}<X_{3}$, for example, then both $\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}<X_{3}}$ and $\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}<X_{3}}$ have zero values, so that $\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}<X_{3}}-n_{4}\left(n_{4}+1\right) / 2\right]=0,\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}<X_{3}}-n_{4}\left(n_{4}+1\right) / 2\right]=0$. Hence we obtain Theorem 2 with appropriate four indicator functions.

Note that we may conclude that the four term in the right hand side of (2.3) are represented with either a conditional Mann-Whitney or Wilcoxon rank sum statistic (Table 2). The HUM for more than four dimensions can be extended and represented with both conditional Mann-Whitney and Wilcoxon rank sum statistics with similar arguments to (2.4) and Theorem 2.

## 3. Hypotheses Test with VUS and HUM

The mean and variance of conditional Wilcoxon rank sum statistic could be derived based on the asymptotic large sample theory of a Wilcoxon rank sum statistic. VUS has two conditional Wilcoxon rank sum statistics of $X_{3}, \sum_{k} R_{k}^{X_{3} \mid X_{1}<X_{2}}$ and $\sum_{k} R_{k}^{X_{3} \mid X_{1}=X_{2}}$. The Wilcoxon rank sum statistic, $\sum_{k} R_{k}^{X_{3} \mid X_{1}<X_{2}}$,
has the mean $n_{3}\left(n_{3}+U_{X_{1}<X_{2}}+1\right) / 2$ and variance $n_{3} U_{X_{1}<X_{2}}\left(n_{3}+U_{X_{1}<X_{2}}+1\right) / 12$, where $U_{X_{1}<X_{2}}=$ $\sum_{i j} I\left(X_{1 i}<X_{2 j}\right)$ is the sample size of $X_{2}$ satisfying states $X_{1}<X_{2}$. The mean and variance of $\sum_{k} R_{k}^{X_{3} \mid X_{1}=X_{2}}$ are obtained similarly.

VUS distribution can then be derived with the properties of two conditional Wilcoxon rank sum statistics in Theorem 1. We can now suggest a hypothesis testing method.

Proposition 1. Consider the hypotheses

$$
\begin{equation*}
H_{0}: F_{1}(x)=F_{2}(x)=F_{3}(x) \quad \text { versus } \quad H_{1}: F_{i}(x)>F_{i+1}(x), \quad \text { for at least one } i . \tag{3.1}
\end{equation*}
$$

Under the null hypothesis that all three distribution functions are the same, the p-value for a certain value $c$ of the VUS, $P(V U S \geq c)$, could be defined as

$$
\begin{equation*}
P(V U S \geq c)=P\left(\sum_{k} R_{k}^{X_{3} \mid X_{1}<X_{2}} \geq c_{1}\right) I(A)+\frac{1}{2} P\left(\sum_{k} R_{k}^{X_{3} \mid X_{1}=X_{2}} \geq c_{2}\right) I(B), \tag{3.2}
\end{equation*}
$$

where $\sum_{k} R_{k}^{X_{3} \mid X_{1}<X_{2}}=c_{1}$ and $\sum_{k} R_{k}^{X_{3} \mid X_{1}=X_{2}}=c_{2}$ when the VUS has a value $c$ in Theorem 1.
With the assumption $F_{1}(x) \geq F_{2}(x) \geq F_{3}(x)$, we could conclude that the null hypothesis in (3.1) can be tested with the $p$-values of (3.2).

Let us extend to the HUM ${ }^{4}$ for four dimensions. There are four conditional Wilcoxon rank sum statistics of $X_{4}, \sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}<X_{3}}, \sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}<X_{3}}, \sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}=X_{3}}$ and $\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}=X_{3}}$ for the $\mathrm{HUM}^{4}$. The Wilcoxon rank sum statistic, $\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}<X_{3}}$, has the mean $n_{4}\left(n_{4}+U_{X_{1}<X_{2}<X_{3}}+1\right) / 2$ and variance $n_{4} U_{X_{1}<X_{2}<X_{3}}\left(n_{4}+U_{X_{1}<X_{2}<X_{3}}+1\right) / 12$. Other Wilcoxon rank sum statistics can easily be obtained their corresponding means and variances. The distribution of $\mathrm{HUM}^{4}$ can then be derived with the properties of four conditional Wilcoxon rank sum statistics in Theorem 2. Hence, we suggest another hypothesis testing method.

Proposition 2. For the hypotheses

$$
\begin{equation*}
H_{0}: F_{1}(x)=F_{2}(x)=F_{3}(x)=F_{4}(x) \quad \text { versus } \quad H_{1}: F_{i}(x)>F_{i+1}(x), \quad \text { for at least one } i, \tag{3.3}
\end{equation*}
$$

the p-value for a certain value $c$ of the $H U M^{4}, P\left(H U M^{4} \geq c\right)$, could be formulated as

$$
\begin{align*}
P\left(H U M^{4} \geq c\right)= & P\left(\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}<X_{3}} \geq c_{1}\right) I(A)+\frac{1}{2} P\left(\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}<X_{3}} \geq c_{2}\right) I(B) \\
& +\frac{1}{2} P\left(\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}=X_{3}} \geq c_{3}\right) I(C)+\frac{1}{4} P\left(\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}=X_{3}} \geq c_{4}\right) I(D), \tag{3.4}
\end{align*}
$$

where $\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}<X_{3}}=c_{1}, \sum_{l} R_{l}^{X_{1} \mid X_{1}=X_{2}<X_{3}}=c_{2}, \sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}=X_{3}}=c_{3}$ and $\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}=X_{3}}=c_{4}$ when the $H U M^{4}$ has a value $c$ in Theorem 2.

We can therefore conclude that the null hypothesis in (3.3) can be tested with the $p$-value of (3.4). These findings about the VUS and HUM ${ }^{4}$ are for only three and four distribution functions in this work, but we may extend to more than four distribution functions; therefore, $\mathrm{HUM}^{k}=P\left(X_{1} \leq X_{2} \leq\right.$ $\cdots \leq X_{k}$ ) can be represented with conditional Mann-Whitney and conditional Wilcoxon rank sum statistics, and $\mathrm{HUM}^{k}$ could also test the null hypothesis $H_{0}: F_{1}(x)=F_{2}(x)=\cdots=F_{k}(x)$ with the asymptotic large sample theory of Wilcoxon rank sum statistics.

Table 3: Three random samples with some tied values

| $X_{1}$ | 11 | 17 | 23 | 39 | 44 |  |  |  |  | $n_{1}=5$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $X_{2}$ |  | 17 | 22 | 39 | 48 | 57 | 72 |  | $n_{2}=6$ |  |
| $X_{3}$ |  |  |  | 39 | 57 | 63 | 89 | 94 | $n_{3}=5$ |  |

Table 4: The second stage data sets from Table 3

| $2^{\text {nd }}$ stage data - 1 |  |  |  | $2^{\text {nd }}$ stage data - 2 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X_{1}<X_{2}$ | $X_{3}$ | $R^{X_{2} \mid X_{1}<X_{2}}$ | $R^{X_{3}}$ | $X_{1}=X_{2}$ | $X_{3}$ | $R^{X_{2} \mid X_{1}=X_{2}}$ | $R^{X_{3}}$ |
| $(11,17)$ |  | 1 |  | $(17,17)$ |  | 1 |  |
| $(11,22)$ |  | 2.5 |  |  |  |  |  |
| $(17,22)$ |  | 2.5 |  |  |  |  |  |
| $(11,39)$ |  | 5.5 |  |  |  |  |  |
| $(17,39)$ | 39 | 5.5 | 5.5 | $(39,39)$ | 39 | 2.5 | 2.5 |
| $(23,39)$ |  | 5.5 |  |  |  |  |  |
| $(11,48)$ |  | 10 |  |  |  |  |  |
| $(17,48)$ |  | 10 |  |  |  |  |  |
| $(23,48)$ |  | 10 |  |  |  |  |  |
| $(39,48)$ |  | 10 |  |  |  |  |  |
| $(44,48)$ |  | 10 |  |  |  |  |  |
| $(11,57)$ |  | 15.5 |  |  |  |  |  |
| $(17,57)$ |  | 15.5 |  |  |  |  |  |
| $(23,57)$ | 57 | 15.5 | 15.5 |  | 57 |  | 4 |
| $(39,57)$ |  | 15.5 |  |  |  |  |  |
| $(44,57)$ |  | 15.5 |  |  |  |  |  |
|  | 63 |  | 19 |  | 63 |  | 5 |
| $(11,72)$ |  | 22 |  |  |  |  |  |
| $(17,72)$ |  | 22 |  |  |  |  |  |
| $(23,72)$ |  | 22 |  |  |  |  |  |
| $(39,72)$ |  | 22 |  |  |  |  |  |
| $(44,72)$ |  | 22 |  |  |  |  |  |
|  | 89 |  | 25 |  | 89 |  | 6 |
|  | 94 |  | 26 |  | 94 |  | 7 |
| $U_{X_{1}<X_{2}}=21$ | $n_{3}=5$ | 260 | 91 | $U_{X_{1}=X_{2}}=2$ | $n_{3}=5$ | 3.5 | 24.5 |

## 4. Some Illustrative Examples

### 4.1. Example with some tied values for VUS

Consider three random samples in Table 3. There are three tied values $X_{1}=X_{2}=17, X_{2}=X_{3}=57$, and $X_{1}=X_{2}=X_{3}=39$. The data set of $X_{1}$ and $X_{2}$ is divided into two data sets $\left.\left\{\left(X_{1}, X_{2}\right) \mid X_{1}<X_{2}\right)\right\}$ and $\left.\left\{\left(X_{1}, X_{2}\right) \mid X_{1}=X_{2}\right)\right\}$. These two data sets are called second stage data and are similar to data in Table 4. The two tied values $X_{2}=X_{3}=57,39$ are negligible at this moment since these two values will be considered when conditional Mann-Whitney and Wilcoxon rank sum statistics are obtained. Conditional Mann-Whitney statistics can be calculated from Table 4 by comparing $X_{3}$ and $X_{2}$, where $X_{2}$ is in the second stage data sets $\left.\left\{\left(X_{1}, X_{2}\right) \mid X_{1}<X_{2}\right)\right\}$ and $\left.\left\{\left(X_{1}, X_{2}\right) \mid X_{1}=X_{2}\right)\right\}$.

VUS using Mann-Whitney statistics presents

$$
\begin{aligned}
\operatorname{VUS}_{M W} & =\frac{1}{n_{1} n_{2} n_{3}}\left\{U_{X_{2}<X_{3} \mid X_{1}<X_{2}}+\frac{1}{2} U_{X_{2}<X_{3} \mid X_{1}=X_{2}}+\frac{1}{2} U_{X_{2}=X_{3} \mid X_{1}<X_{2}}+\frac{1}{2^{2}} U_{X_{2}=X_{3} \mid X_{1}=X_{2}}\right\} \\
& =\frac{1}{5 \times 6 \times 5}\left\{72+\frac{9}{2}+\frac{8}{2}+\frac{1}{4}\right\}=\frac{80.75}{150}=0.5383 .
\end{aligned}
$$

Table 5: Three random samples with some tied values

| $X_{1}$ | 11 | 17 | 23 | 45 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X_{2}$ |  |  | 22 |  | 45 |  | 61 |  | 77 |  |  |  |

Now put ranks on each value of $X_{3}$ and $X_{2}$ in two different data sets $\left.\left\{\left(X_{1}, X_{2}\right) \mid X_{1}<X_{2}\right)\right\}$ and $\left.\left\{\left(X_{1}, X_{2}\right) \mid X_{1}=X_{2}\right)\right\}$ that are similar to those in Table 4. The conditional Wilcoxon rank sum statistics, $R^{X_{3}}$, in Table 4 have 88.5 and 19.5 in the left and right table, respectively. VUS using Wilcoxon rank sum statistics then presents

$$
\begin{aligned}
\operatorname{VUS}_{W} & =\frac{1}{n_{1} n_{2} n_{3}}\left\{\left(\sum_{k} R_{k}^{X_{3} \mid X_{1}<X_{2}}-\frac{n_{3}\left(n_{3}+1\right)}{2}\right) I(A)+\frac{1}{2}\left(\sum_{k} R_{k}^{X_{3} \mid X_{1}=X_{2}}-\frac{n_{3}\left(n_{3}+1\right)}{2}\right) I(B)\right\} \\
& =\frac{1}{5 \times 6 \times 5}\left\{\left(91-\frac{5 \times 6}{2}\right)+\frac{1}{2}\left(24.5-\frac{5 \times 6}{2}\right)\right\}=0.5383 .
\end{aligned}
$$

VUS using Mann-Whitney statistics are shown to have the same value as those using Wilcoxon rank sum statistics.

In this Example 4.1, $\sum_{k} R_{k}^{X_{3} \mid X_{1}<X_{2}}$ has the mean $5(5+21+1) / 2=67.5$ and variance $(5 \times 21)(5+$ $21+1) / 12=236.25$ with $n_{3}=5$ and $U_{X_{1}<X_{2}}=21$. The mean and variance of $\sum_{k} R_{k}^{X_{3} \mid X_{1}=X_{2}}$ are 20 and 6.6667, respectively with $U_{X_{1}=X_{2}}=2$. We have $\sum_{k} R_{k}^{X_{3} \mid X_{1}<X_{2}}=91$ and $\sum_{k} R_{k}^{X_{3} \mid X_{1}=X_{2}}=24.5$; therefore, the corresponding $p$-value of the VUS, $P(\mathrm{VUS} \geq 0.5383)$, can be obtained

$$
p \text {-value }=\left[1-\Phi\left(\frac{91-67.5}{\sqrt{236.25}}\right)\right]+\frac{1}{2}\left[1-\Phi\left(\frac{24.5-20}{\sqrt{6.6667}}\right)\right]=0.0835 .
$$

The null hypothesis in (3.1) cannot be rejected with the level of significance $\alpha=0.05$ since its $p$-value is not small.

### 4.2. Example with one tied value for $\mathrm{HUM}^{4}$

Consider four other random samples in Table 5. There is one tied value $X_{1}=X_{2}=X_{3}=X_{4}=45$. Even though there is one tied value among $X_{1}, X_{2}$ and $X_{3}$, we may consider four different second stage data sets: $\left.\left.\left.\left\{\left(X_{1}, X_{2}, X_{3}\right) \mid X_{1}<X_{2}<X_{3}\right)\right\},\left\{\left(X_{1}, X_{2}, X_{3}\right) \mid X_{1}=X_{2}<X_{3}\right)\right\},\left\{\left(X_{1}, X_{2}, X_{3}\right) \mid X_{1}<X_{2}=X_{3}\right)\right\}$ and $\left.\left\{\left(X_{1}, X_{2}, X_{3}\right) \mid X_{1}=X_{2}=X_{3}\right)\right\}$ in Table 6. The two values of the HUM ${ }^{4}$ using Mann-Whitney and Wilcoxon rank sum statistics are then shown to be the same.

$$
\begin{aligned}
\operatorname{HUM}_{M W}^{4}= & \frac{1}{n_{1} n_{2} n_{3} n_{4}}\left\{\left(U_{X_{3}<X_{4} \mid X_{1}<X_{2}<X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}<X_{2}<X_{3}}\right)+\frac{1}{2}\left(U_{X_{3}<X_{4} \mid X_{1}=X_{2}<X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}=X_{2}<X_{3}}\right)\right. \\
& \left.+\frac{1}{2}\left(U_{X_{3}<X_{4} \mid X_{1}<X_{2}=X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}<X_{2}=X_{3}}\right)+\frac{1}{2^{2}}\left(U_{X_{3}<X_{4} \mid X_{1}=X_{2}=X_{3}}+\frac{1}{2} U_{X_{3}=X_{4} \mid X_{1}=X_{2}=X_{3}}\right)\right\} \\
= & \frac{1}{4 \times 4 \times 6 \times 5}\left\{\left(130+\frac{2}{2}\right)+\frac{1}{2}\left(12+\frac{0}{2}\right)+\frac{1}{2}\left(12+\frac{3}{2}\right)+\frac{1}{4}\left(4+\frac{1}{2}\right)\right\}=0.3018,
\end{aligned}
$$

Table 6: Second stage data sets from Table 5

| $2^{\text {nd }}$ stage data - 1 |  |  |  | $2^{\text {nd }}$ stage data - 2 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X_{1}<X_{2}<X_{3}$ | $X_{4}$ | $R^{X_{3} \mid X_{1}<X_{2}<X_{3}}$ | $R^{X_{4}}$ | $X_{1}<X_{2}=X_{3}$ | $X_{4}$ | $R^{X_{3} \mid X_{1}<X_{2}=X_{3}}$ | $R^{X_{4}}$ |
| $(11,22,29)$ |  | 1.5 |  | (11, 45, 45) |  | 2.5 |  |
| $(17,22,29)$ |  | 1.5 |  |  |  |  |  |
| $(11,22,45)$ | 45 | 4 | 4 | $(17,45,45)$ | 45 | 2.5 | 2.5 |
| $(17,22,45)$ |  | 4 |  |  |  |  |  |
| $(11,22,54)$ |  | 8 |  | $(23,45,45)$ |  | 2.5 |  |
| (17, 22, 54) |  | 8 |  |  |  |  |  |
| $(11,45,54)$ |  | 8 |  |  | 69 |  | 5 |
| $(17,45,54)$ |  | 8 |  |  |  |  |  |
| (23, 45, 54) |  | 8 |  |  | 88 |  | 6 |
|  | 69 |  | 11 |  |  |  |  |
| $(11,22,72)$ |  | 16 |  |  | 95 |  | 7 |
| $(17,22,72)$ |  | 16 |  |  |  |  |  |
| $(11,45,72)$ |  | 16 |  |  | 100 |  | 8 |
| $(17,45,72)$ |  | 16 |  |  |  |  |  |
| $(23,45,72)$ |  | 16 |  | $U_{X_{1}<X_{2}=X_{3}}=3$ | $n_{4}=5$ | 7.5 | 28.5 |
| $(11,61,72)$ |  | 16 |  |  |  |  |  |
| $(17,61,72)$ |  | 16 |  |  | $2^{\text {nd }}$ stage | a-3 |  |
| $(23,61,72)$ |  | 16 |  | $X_{1}=X_{2}<X_{3}$ | $X_{4}$ | $R^{X_{3} \mid X_{1}=X_{2}<X_{3}}$ | $R^{X_{4}}$ |
| $(45,61,72)$ |  | 16 |  |  | 45 |  | 1 |
| $(11,22,83)$ |  | 27 |  | $(45,45,54)$ |  | 2 |  |
| $(17,22,83)$ |  | 27 |  |  | 69 |  | 3 |
| $(11,45,83)$ |  | 27 |  | $(45,45,72)$ |  | 4 |  |
| $(17,45,83)$ |  | 27 |  |  |  |  |  |
| $(23,45,83)$ |  | 27 |  | $(45,45,83)$ |  | 5 |  |
| $(11,61,83)$ |  | 27 |  |  |  |  |  |
| $(17,61,83)$ |  | 27 |  |  | 88 |  | 6 |
| $(23,61,83)$ |  | 27 |  |  |  |  |  |
| $(45,61,83)$ |  | 27 |  | $(45,45,72)$ |  | 7 |  |
| $(11,77,83)$ |  | 27 |  |  | 95 |  | 8 |
| $(17,77,83)$ |  | 27 |  |  |  |  |  |
| $(23,77,83)$ |  | 27 |  |  | 100 |  | 9 |
| $(45,77,83)$ |  | 27 |  | $U_{X_{1}=X_{2}<X_{3}}=4$ | $n_{4}=5$ | 18 | 27 |
|  | 88 |  | 34 |  |  |  |  |
| (11, 22, 90) |  | 41 |  |  | $2^{\text {nd }}$ stage | a-4 |  |
| (17, 22, 90) |  | 41 |  | $X_{1}=X_{2}=X_{3}$ | $X_{4}$ | $R^{X_{3} \mid X_{1}=X_{2}=X_{3}}$ | $R^{X_{4}}$ |
| (11, 45, 90) |  | 41 |  |  |  |  |  |
| $(17,45,90)$ |  | 41 |  | $(45,45,45)$ | 45 | 1.5 | 1.5 |
| $(23,45,90)$ |  | 41 |  |  |  |  |  |
| (11, 61, 90) |  | 41 |  |  | 69 |  | 3 |
| $(17,61,90)$ |  | 41 |  |  |  |  |  |
| (23, 61, 90) |  | 41 |  |  |  |  |  |
| $(45,61,90)$ |  | 41 |  |  | 88 |  | 4 |
| $(11,77,90)$ |  | 41 |  |  |  |  |  |
| $(17,77,90)$ |  | 41 |  |  |  |  |  |
| $(23,77,90)$ |  | 41 |  |  | 95 |  | 5 |
| (45, 77, 90) |  | 41 |  |  |  |  |  |
|  | 95 |  | 48 |  |  |  |  |
|  | 100 |  | 49 |  | 100 |  | 6 |
| $U_{X_{1}<X_{2}<X_{3}}=44$ | $n_{4}=5$ | 1079 | 146 | $U_{X_{1}=X_{2}=X_{3}}=1$ | $n_{4}=5$ | 1.5 | 19.5 |

and

$$
\begin{aligned}
\mathrm{HUM}_{W}^{4}= & \frac{1}{n_{1} n_{2} n_{3} n_{4}}\left\{\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}<X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right] I(A)+\frac{1}{2}\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}<X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right] I(B)\right. \\
& \left.+\frac{1}{2}\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}=X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right] I(C)+\frac{1}{2^{2}}\left[\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}=X_{3}}-\frac{n_{4}\left(n_{4}+1\right)}{2}\right] I(D)\right\} \\
= & \frac{1}{4 \times 4 \times 6 \times 5}\left\{\left(146-\frac{5 \times 6}{2}\right)+\frac{1}{2}\left(27-\frac{5 \times 6}{2}\right)+\frac{1}{2}\left(28.5-\frac{5 \times 6}{2}\right)+\frac{1}{4}\left(19.5-\frac{5 \times 6}{2}\right)\right\} \\
= & 0.3018 .
\end{aligned}
$$

With $n_{4}=5$ and $U_{X_{1}<X_{2}<X_{3}}=44, \sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}<X_{3}}$ has the mean $5(5+44+1) / 2=125$ and variance $(5 \times 44)(5+44+1) / 12=916.6667$. Since $U_{X_{1}=X_{2}<X_{3}}=4, U_{X_{1}<X_{2}=X_{3}}=3, \sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}<X_{3}}$ and $\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}=X_{3}}$ have the mean $25,22.5$ and the variance $16.67,11.25$. The mean and variance of $\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}=X_{3}}$ are 17.5 and 2.9167, respectively with $U_{X_{1}=X_{2}=X_{3}}=1$. We have $\sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}<X_{3}}=$ 146, $\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}<X_{3}}=27, \sum_{l} R_{l}^{X_{4} \mid X_{1}<X_{2}=X_{3}}=28.5$ and $\sum_{l} R_{l}^{X_{4} \mid X_{1}=X_{2}=X_{3}}=19.5$; therefore, then the corresponding $p$-value of the $\mathrm{HUM}^{4}, P\left(\mathrm{HUM}^{4} \geq 0.3018\right)$ can be obtained

$$
\begin{aligned}
p \text {-value } & =\left[1-\Phi\left(\frac{146-125}{\sqrt{916.6667}}\right)\right]+\frac{1}{2}\left[1-\Phi\left(\frac{27-25}{\sqrt{16.67}}\right)\right]+\frac{1}{2}\left[1-\Phi\left(\frac{28.5-22.5}{\sqrt{11.25}}\right)\right]+\frac{1}{4}\left[1-\Phi\left(\frac{19.5-17.5}{\sqrt{2.9167}}\right)\right] \\
& =(0.2440)+\left(\frac{0.3121}{2}\right)+\left(\frac{0.0368}{2}\right)+\left(\frac{0.1208}{4}\right)=0.4486 .
\end{aligned}
$$

The null hypothesis in (3.3) cannot be rejected since its $p$-value is too big.

## 5. Conclusion

The AUC is represented in the ROC curve as Mann-Whitney statistics as well as a Wilcoxon rank sum statistic. In this paper, we extend this work to the ROC surface and manifold, so that we may conclude that the VUS and HUM are represented with conditional Mann-Whitney statistics as well as conditional Wilcoxon rank sum statistics. VUS and $\mathrm{HUM}^{4}$ obtained by using the Mann-Whitney statistics for three and four random samples are the same as those obtained from Wilcoxon rank sum statistics.

The asymptotic large sample theory of Wilcoxon rank sum statistic allows us to find the asymptotic distribution of the conditional Wilcoxon rank sum statistic. Hence the distribution functions of the VUS and HUM for more than three dimensions could also derived with the conditional Wilcoxon rank sum statistics proposed in this paper. The corresponding $p$-value can be obtained with VUS and HUM distribution function when the VUS and HUM have a certain value. Therefore, the null hypothesis that all $k(\geq 3)$ distribution functions are identical, $H_{0}: F_{1}(x)=F_{2}(x)=\cdots=F_{k}(x)$, could be tested with VUS and HUM that use the asymptotic large sample theory of Wilcoxon rank sum statistics.
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