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Technology-oriented national R&D programs produce intellectual property as their final result. Patents, as typical industrial 
intellectual property, are therefore considered an important factor when evaluating the outcome of R&D programs. Among the 
main components of patent evaluation, in particular, the patent right quality is a key component constituting patent value, together 
with marketability and usability. Current approaches for patent right quality evaluation rely mostly on intrinsic knowledge of 
patent attorneys, and the recent rapid increase of national R&D patents is making expert-based evaluation costly and time-consuming. 
Therefore, this study defines a hierarchy of patent right quality and then proposes how to quantify the evaluation process of 
patent right quality by combining text mining and regression analysis. This study will contribute to understanding of the systemic 
view of the patent right quality evaluation, as well as be an efficient aid for evaluating patents in R&D program assessment 
processes. 
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1. Introduction1)

The ability to create, diffuse and accumulate intellectual 
property is becoming the core activity in modern knowledge- 
based economies, because IP is a key source for the sustain-
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able development and future competitiveness of nations [29]. 
Regarding this, social ecologists have declared the future to 
be a knowledge-based society and said intellectual property, 
such as patents, will become the most important asset in eco-
nomic activity [11]. In practice, leading companies and na-
tions are increasingly formulating intellectual property strat-
egies to secure their place in today’s competitive techno-
logical environment [22]. 

In Korea, patents produced by government-supported R&D 
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<Table 1> Technology Transfer Rates and Royalties of National R&D Patents in 2008 [3]

Korea United States Canada EU

Technology transfer rate (%) 22.7 25.6 34.4 33.5

Royalty
(million Korean Won/patent) 9.7 748.8 96.6 140.5

programs, called national R&D programs, have rapidly in-
creased from 7672 in 2006 to 17969 in 2010 [35]. Despite 
the quantitative increase of patents, the Korean government 
has recognized that national R&D programs need to be further 
improved in light of the quality of their patents, such as tech-
nology transfer rates and royalties, to make them comparable 
with patents of the United States, Canada, and the EU nations 
(<Table 1>). For this reason, the Korean government is now 
putting great emphasis on the quality of national R&D 
programs. Several studies have stated the importance of 
evaluating R&D programs [15, 37], and thus it is expected 
that the quality evaluation of an R&D program could promote 
the affected research institutes and researchers to create quality 
patents [23].

Patents are considered to be a proxy of technological 
advancement, and accordingly evaluating the quality of patents 
produced by national R&D programs becomes an important 
process for qualitative evaluation of R&D programs. In 
particular, the patent right quality, which indicates excellence 
in the legal protection of a patent, has been used as a key 
factor for patent value assessment, together with marketability 
and utility [16]. The patent right quality has two main 
components : the patent right scope and patent right strength 
[23]. As the quality measures of a patent, the patent right 
scope indicates the legal and technological breadth of the 
patent right, and the patent right strength means the tech-
nological solidity of the patent right. In addition, in recent 
national R&D policies, evaluating the patent right quality of 
patents by R&D program could be a useful source by which 
to formulate a quality strategy for R&D programs at the 
government level. 

However, the current approach for evaluating the patent 
right quality of national R&D programs has relied mostly 
on the human experts, who may be expensive or unavailable. 
In addition, the number of national R&D patents in Korea 
is rapidly increasing by various national R&D programs and 
this is making the expert-based evaluation process costly and 
time-consuming. In this regard, quantifying the process of 
patent right quality evaluation could be an efficient aid for 

technology-oriented R&D policy making processes. 
Therefore, we suggest an approach to develop measures 

for patent right quality that exploit the analytic hierarchy 
process (AHP), text mining and multiple linear regression 
analysis (MLRA). The proposed approach 1) defines a sys-
temic hierarchy of patent right quality and uses patent attor-
neys to evaluate the patent right quality according to the hier-
archical structure using AHP, 2) extract values for the varia-
bles affecting patent right quality using text mining of patent 
data, and 3) applies MLRA to develop the models for patent 
right quality by incorporating the evaluation results by patent 
attorneys and the extracted values of explanatory variables. 
The proposed approach is illustrated using information tech-
nology (IT)-related patents from the Korean national R&D 
patent database. This study contributes to a systemic view 
of patent right quality and in addition, its models will become 
an efficient aid to assist human experts in evaluating patents 
for R&D program assessment. 

2. Groundwork

The proposed approach is based on AHP, text mining, 
and MLRA, so this section provides overviews for those the-
oretical backgrounds. 

2.1 Analytic Hierarchy Process in R&D Management

AHP is a method for multi-criteria decision making [39] 
and a structured technique composed of 1) decomposing a 
decision problem into a hierarchy of more easily compre-
hended sub-problems that can be analyzed independently, 2) 
evaluating various elements of the hierarchy by comparing 
them with respect to their effect on an element above them 
in the hierarchy, and 3) converting those evaluations to nu-
merical values that can be processed and compared over the 
entire range of the problem [38]. Using AHP, decision-mak-
ers can identify a numerical weight or priority for each ele-
ment in the hierarchy, which distinguishes AHP from other 
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decision-making techniques [17]. 
By considering problems in R&D management as deci-

sion-making problems and priority identification problems, 
AHP-based studies have addressed issues on selecting gov-
ernment-sponsored R&D projects (using fuzzy AHP) [18], 
building technology roadmaps [13], identifying key factors 
to R&D program evaluation [19, 26, 44], estimating the value 
of several technologies [6], analyzing national competitive-
ness in the area of hydrogen energy technology [24], and 
measuring the research performance of national R&D organi-
zations [2, 43]. 

Although AHP has been widely adopted for R&D program 
selection and evaluation, little attention has been paid to its 
application for patent right quality. This study uses AHP to 
define the importance of elements in the hierarchy of patent 
right quality. 

2.2 Text Mining in R&D Management

Text mining, also called text data mining, is a process 
to analyze high-quality information from textual data [7, 41]. 
Generally, text mining extracts and then interprets patterns 
and features from textual information [20, 46]. Text mining 
has been widely used for studies related to clustering, classi-
fication, and retrieval because it is an efficient tool to extract 
significant patterns from massive textual information [4]. 

In patent analysis, many researchers have adopted text 
mining. Studies have been conducted to identify similarities 
between patent documents and scientific publications [27], 
to extract terms and vocabulary patterns in specific patent 
domains [30], and to identify significant keywords for effi-
cient patent search and analysis [25]. Some text mining- 
based studies have suggested visualization tools for R&D 
planning by forecasting the patent landscape [47], identify-
ing new business areas exploiting text mining and data en-
velopment analysis [40], identifying technological trends 
constructing subject-action-object based networks of patents 
[8, 49], and evaluating the risk of patent infringement [3, 
33]. 

As made apparent by the prior studies, text mining is an 
effective tool to quantify content analyses of massive pa-
tent data. Therefore, it is incorporated into our approach to 
develop measures to evaluate a patent’s legal protection 
capabilities. 

2.3 Multiple Linear Regression Analysis in R&D 

Management

MLRA is an approach to model the linear relationship bet-
ween a dependent variable and one or more explanatory varia-
bles [1] MLRA has been used in much research to analyze 
the economic effects of R&D and intellectual property. Such 
MLRA-based studies describe the incentive effects of R&D 
investment in research productivity and firm growth [28], 
identify R&D effects for firms’ market entry condition and 
new product development [42], analyze the relationship among 
R&D investment, innovation, and economic growth in the 
EU [5, 10], and measure the effects of R&D investment and 
specialization for labor productivity growth [34]. Other stud-
ies using MLRA have identified the effect of intellectual prop-
erty by analyzing the determinants of knowledge production 
and their effects on regional economic growth [32], analyzing 
collaboration patterns among regions, nations, and interna-
tional partners by patent transfer [31], identifying innovation 
trends in NAFTA nations by exploiting an econometric analy-
sis of patent applications [36], developing a patent alert sys-
tem based on linear regression analysis of patent information 
[12], and forecasting patent trends of biotechnology by com-
paring linear regression and Poisson analysis [21]. 

MLRA has been widely used to identify various effects 
of R&D and intellectual property from macroscopic and mi-
croscopic views. In this paper, we combine MLRA with text 
mining to develop quantitative measures for patent right 
scope and strength, which are the main components of patent 
right quality.  

3. Expert Group

For the hierarchy definition and evaluation of patent right 
quality, we organized an expert group of IT-related patent 
attorneys (<Table 2>) with experience (avg. 7.9 years) in 
the IT fields of communication and network technology, ro-
bot technology, electronic device technology, and display 
technology. They come from various organizations, including 
government institutes, private companies, universities, and 
patent and law firms. With the expertise and knowledge of 
this group, we constructed a hierarchy of evaluation factors 
constituting patent right quality and identified the relative 
importance of each factor. 
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<Table 2> Patent Attorneys for the Expert Group

Patent attorney Organization Major fields in information technology Experience 

PA1 Patent and law firm Robot technology, Internet-based technology, Communications technology 8 years

PA2 Patent and law firm Communications technology, Broadcasting, Network technology 7 years

PA3 Government institute Communications technology, RFID technology 8 years

PA4 Patent and law firm Communications technology, Robot technology 10 years

PA5 Patent and law firm Communications technology, Antenna technology 9 years

PA6 Government institute Communications technology, Electronic devices, Display technology 7 years

PA7 Government institute Communications technology, Electronic devices, Display technology 10 years

PA8 University Communications technology, Semiconductor technology 6 years

PA9 Private corporation Robot technology, Communications technology 7 years

PA10 Patent and law firm Sensor technology, Communications technology 7 years

4. Research Framework

The proposed procedure to develop the measures for pa-
tent right scope and strength (which together form patent 
right quality) is composed of 1) defining a hierarchical struc-
ture of patent right quality, 2) identifying the importance of 
each element in the hierarchy, 3) defining explanatory varia-
bles for patent right scope and strength, 4) extracting values 
for the explanatory variables, and 5) developing quantitative 
models for patent right scope and strength by incorporating 
human experts’ evaluation results and the explanatory varia-
bles’ values (<Figure 1>). 

<Figure 1> Overall Research Procedure

4.1 Defining a Hierarchy of Patent Right Quality

Each patent document includes all the information related 
to an invention and contains bibliographic information, patent 
specifications, and claims (<Figure 2>). The bibliographic 
information includes patent numbers, application dates, appli-
cants, international patent classification (IPC), and so on. The 
patent specification presents a detailed description, figures, 

and implementation examples of the invention. The claims 
explicitly describe the main points for which an inventor 
claims legal protection [48]. According to our expert group, 
patent right scope is strongly related to the patent claims 
because the claims can be legally protected. Patent right 
strength is mainly related to the patent specification section, 
which describes technological details and supports patent 
right scope with detailed description, including background, 
implementation examples, and figures. 

<Figure 2> Patent Sections Related to Patent Right Quality

Thus, we identified the evaluation factors for patent right 
quality and defined their hierarchical structure in meetings 
with our expert group. The group concluded that the hier-
archy of patent right quality can be represented as three lev-
els : Level 1 (2 factors), Level 2 (6 factors), Level 3 (12 
factors) (<Table 3>). An interesting point made by the expert 
group was that the sub-evaluation factors and their hier-
archical relationships are not restricted to technology do-
mains; that is, the hierarchy is feasible for other domains. 
However, the relative importance of each sub-evaluation fac-
tor could vary by technology domain, including nanotech-
nology and biotechnology, so we collected experts’ pairwise 
comparisons among the evaluation factors. 
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<Table 3> The Hierarchical Structure of Patent Right Quality

Level 1 Level 2 Level 3 Definition

Patent right 
quality

Patent right
scope

[L2-1] Breadth of claims
[L3-1] Appropriateness of claim contents How broadly claims describe the legal protection 

scope

[L3-2] Clarity of claim contents How clearly claims describe the legal protection 
scope

[L2-2] Adequacy of 
claims

[L3-3] Differentiation of claim contents How well claims are differentiated from one 
another

[L3-4] Reflection of examples How well claims reflect examples in the 
specification

[L2-3] Ease of 
substantiation

[L3-5] Appropriateness of claim composition How proper the structure of claims is
[L3-6] Concreteness of claim contents How specific and concrete claims are

Patent right 
strength

[L2-4] Sufficiency of 
examples

[L3-7] Diversity of examples How various examples are in the specification 
[L3-8] Appropriateness of examples How appropriate examples are in the specification

[L2-5] Adequacy of 
description

[L3-9] Clarity of description How clearly specification describes inventive 
knowledge

[L3-10] Support for claims How strongly technological description supports 
claims

[L2-6] Ease of 
implementation

[L3-11] Sufficiency of description How sufficiently specification describes 
inventive knowledge

[L3-12] Sufficiency of drawings How sufficiently drawings describe inventive 
knowledge

<Table 4> Consistency Indexes of Patent Attorneys

PA1 PA2 PA3 PA4 PA5 PA6 PA7 PA8 PA9 PA10

CI (patnt right scope) 0.043 0.054 0.037 0.051 0.008 0.002 0.069 0.016 0.026 0.038 
CI (patent right strength) 0.063 0.026 0.037 0.009 0.047 0.007 0.069 0.037 0.037 0.004 

4.2 Identifying the Importance of Evaluation 

Factors in the Patent Right Quality Hierarchy

Using the hierarchy of patent right quality (<Table 3>), 
this step collected pairwise ratings of the evaluation factors 
at each level. To this end, we provided each patent attorney 
in the expert group with a pairwise comparison survey form. 
We designed the form so individual patent attorneys could 
evaluate the relative importance of all pairs of evaluation 
factors at each level in the hierarchy. 

With respect to the pairwise comparison on each level of 
the decision-making hierarchy, the consistency index (CI) of 
each decision-maker’s pairwise comparison matrix should be 
less than the threshold value 0.1 to ensure that each deci-
sion-maker is consistent in assigning paired comparisons 
[39]. Otherwise, the comparison results for a decision-maker 
should be reconsidered or excluded in calculating the im-
portance of evaluation factors [45]. This paper identified all 
experts’ CI values with respect to Level 2 of the hierarchy; 
Level 1 and Level 3 have only two evaluation factors with 
respect to the factor above them, so they do not require a 

consistency analysis. All of 10 patent attorneys were ad-
equately consistent in assigning pairwise comparisons be-
cause their CI values were all less than 0.1 (<Table 4>). 

Thus, this step identified the importance of each evaluation 
factor in the hierarchy using the pairwise comparison matrices 
of individual experts and AHP. Generally, the pairwise compar-
ison matrices of human experts at each level can be integrated 
into a pairwise comparison matrix for AHP using the geometric 
mean [45]. We identified the importance of the evaluation 
factors from a hierarchical perspective (<Table 5>). Patent 
right scope (0.725) was significantly more important than 
patent right strength (0.275) in Level 1. In Level 2, breadth 
of claims (0.379), ease of substantiation (0.215) and sufficiency 
of examples (0.133) were found crucial. In Level 3, the most 
important evaluation factor was appropriateness of claim con-
tents (0.275). Thus the critical factor in patenting inventive 
knowledge is how broadly and properly the patent describes 
the claim points. On the other hand, the sufficiency of drawings 
(0.016) and sufficiency of description (0.030) were found 
to be less important. Overall, evaluation factors that pertain 
to patent right scope were found to be most important.  
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<Table 5> Importance of Evaluation Factors of Patent Right Quality

Level 1 Level 2 Level 3

Patent right
quality

Patent right
scope

(0.725)

[L2-1] Breadth of claims (0.379)
[L3-1] Appropriateness of claim contents (0.275)
[L3-2] Clarity of claim contents (0.104)

[L2-2] Adequacy of claims (0.132)
[L3-3] Differentiation of claim contents (0.061)
[L3-4] Reflection of examples (0.070)

[L2-3] Ease of substantiation (0.215)
[L3-5] Appropriateness of claim composition (0.106)
[L3-6] Concreteness of claim contents (0.108)

Patent right
strength
(0.275)

[L2-4] Sufficiency of examples (0.133)
[L3-7] Diversity of examples (0.088)
[L3-8] Appropriateness of examples (0.045)

[L2-5] Adequacy of description (0.096)
[L3-9] Clarity of description (0.040)
[L3-10] Support for claims (0.055)

[L2-6] Ease of implementation (0.046)
[L3-11] Sufficiency of description (0.030)
[L3-12] Sufficiency of drawings (0.016)

<Figure 3> Links between Evaluation Factors and Explanatory Variables

4.3 Defining the Variables of Patent Right 

Scope and Strength

Defining dependent variables and their explanatory varia-
bles is a prerequisite to constructing our quantitative mea-
sures. In this step, we defined the relevant explanatory varia-
bles for patent right scope and patent right strength. Explana-
tory variables need to be derived carefully by analyzing their 
relationship with the dependent variables. To this end, we 
defined the explanatory variables using the hierarchy of pat-
ent right quality. 

Related to the evaluation factors in Level 2 of the hierarchy, 
the expert group identified 10 explanatory variables (<Table 
6>). The explanatory variables, including “the number of draw-
ings,” “the number of independent claims,” “the number of 

dependent claims,” and “depth of the claim hierarchy tree,” 
are all extractable by computational analysis of patent docu-
ments. Some variables, for example “the number of indepen-
dent claims” and “depth of claim hierarchy tree,” can be 
identified by textual analysis, and some, such as “remaining 
period of a patent” and “the number of priorities,” can be 
directly identified from patent bibliographic information. The 
expert group found that each explanatory variable relates to 
one or more evaluation factor in the hierarchy (<Figure 3>). 
Some variables, such as “the number of independent claims,” 
directly affect both patent right scope and strength, and some, 
such as “the number of drawings,” relate only to patent right 
strength. Although “the number of citations” has been widely 
used for patent analysis, we do not use citations because 
their use is not mandatory in Korean patents.  
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Explanatory
variables

Description and calculation

Remaining period 
(exp_dur)

Definition : A patent right can be maintained for a certain period of time. In most patent laws, the period is 20 years from 
its application date. A granted patent with a long remaining period implies more chance of using the patent right. 

Calculation : The remaining period (days) of a granted patent from the present to its expiration date.

The number of 
priorities
(pri_cnt)

Description : Patent owners often apply for more advanced inventions from their previous patents. The number of priorities of
a patent is the number of previous patents by an applicant whose later patent directly succeeds its previous patents.
A patent with many priorities is likely to be an advanced invention being steadily developed by the applicant. 

Calculation : The number of priorities stated in the patent bibliographic information.

The number of 
drawings
(img_cnt)

Description : Inventors use drawings in a patent to describe inventive peculiarities, so the number of drawings can be a good 
measure for the sufficiency of examples. 

Calculation : The number of drawings numbered in the patent specification

The number of words 
in detailed description 
(wrd_cnt_of_inv)

Description : The detailed description in the patent specification is textual information that explicitly describes the inventive 
knowledge. A patent with sufficient explanation is likely to have more examples and provide solid support for 
the relevant claims. 

Calculation : The number of words in the section ‘detailed description of the invention’ except for irrelevant words such 
as ‘a,’ ‘the,’ ‘this,’ and ‘above.’ 

The number of words 
in background 
description 
(wrd_cnt_of_bgr)

Description : In general, a patent’s ‘background’ section describes relevant previous studies or patents. A lengthy background 
indicates that the invention relies on much previous work, which might indicate a weak patent right strength.

Calculation : The number of words in paragraphs related to background technology and previous patents in the ‘background’ 
section.

The number of 
restrictive expressions 
(wrd_cnt_of_lim)

Description : Frequent use of restrictive expressions implies that the invention does not work under specific conditions. Therefore, 
restrictive expressions in the patent specification suggest weak patent right strength. 

Calculation : The number of restrictive expressions, including ‘always,’ ‘essential,’ ‘advisable,’ ‘only,’ and ‘have to,’ in the 
‘detailed description of invention’ section. 

The number of 
independent claims 
(clm_ind_cnt)

Description : Patent claims are a unique system to protect an invention. Independent claims, which stand on their own, are 
typically written with very broad terms to prevent competitors from circumventing the claim. Therefore, an 
invention with many independent claims has a strong possibility of being broadly protected. 

Calculation : The number of claims that do not include dependency-related expressions such as ‘according to claim 1,’ or 
‘according to claims 1 and 2.’

The number of 
dependent claims 
(clm_dep_cnt)

Description : An applicant can protect his or her invention using patent claims. Dependent claims, which depend on a single 
claim or on several claims, generally express particular embodiments. Although the legal scope of dependent 
claims is generally narrower than that of the independent claims on which they depend, an invention with many 
dependent claims has a strong possibility of being legally protected in various specific cases. 

Calculation : The number of claims in ‘claims’ section that include dependency-related expressions. 

The average number of 
words in independent 
claims 
(wrd_cnt_of_clm_ind)

Description : To construct the legal protection scope of an invention, independent claims are typically written using broad 
language and the fewest possible terms. Because the doctrine of equivalents must be applied to individual elements 
of the claim under the “all elements” rule [9], it is advisable that the descriptions of independent claims be 
concise and non-restrictive.

Calculation : The average number of words in independent claims except irrelevant terms such as ‘a,’ ‘the,’ ‘this,’ and ‘said.’ 

Depth of claim 
hierarchy (clm_depth)

Description : Generally, a dependent claim depends on one or more other claims; therefore patent claims form a hierarchical 
structure. If the hierarchy of claims disclosed is deep and wide, the relevant invention has a well-designed claim 
structure and may have more implementation examples for patentability. 

Calculation : Depth of the hierarchy that consists of independent claims and dependent claims.

<Table 6> Explanatory Variables 

4.4 Extracting Values for the Explanatory Variables

This step extracted values for the explanatory variables 
by analyzing patent information such as bibliographic in-
formation, patent specification, and claims. Generally, the in-
formation in patent documents available online can be stored 
in an electronic format, such as a text file or a Microsoft 

Excel file, from the patent database. Some explanatory varia-
bles, including “remaining period” and “the number of prior-
ities,” could easily be identified by simple computation of 
numerical information, whereas other variables, such as “the 
number of detailed descriptions,” and “depth of claim hier-
archy,” could be identified by the analysis of textual in-
formation (<Table 7>). 
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<Table 7> Part of the Extracted Values of Explanatory Variables by Patent

No. img_cnt pri_cnt
wrd_cnt_
of_inv

wrd_cnt_
of_bgr

wrd_cnt_
of_lim

exp_dur
clm_ind_

cnt
clm_dep_

cnt
wrd_cnt_

of_clm_ind
clm_
depth

1 3 0 798 1128 1 5489 2 4 73 5

2 0 0 898 469 16 5489 1 6 86 4

3 6 0 1614 1025 8 5495 1 8 63 7

4 0 0 0 233 1 5496 2 8 75 6

5 4 0 735 666 4 5496 2 2 119 2

6 10 1 588 261 2 5555 4 11 59 2

7 4 1 1024 168 3 5555 3 11 97 4

8 7 1 1709 119 20 5560 3 7 80 5

9 10 0 2723 119 8 5576 2 14 106 4

10 3 0 570 319 2 5590 2 0 92 1

11 7 1 1179 195 10 5595 3 3 105 2

12 6 1 2074 277 16 5609 2 11 72 4

13 5 1 891 286 10 5623 2 1 125 2

14 4 0 2138 124 14 5629 2 10 131 7

15 2 0 282 583 2 5714 2 4 87 4

16 5 0 1548 62 7 5726 3 7 63 4

17 9 0 2119 138 7 5836 2 12 92 5

18 11 2 2512 240 10 5836 3 5 69 2

19 4 0 1292 108 4 5842 2 5 113 4

20 5 1 1886 55 4 5850 3 7 69 4

21 6 0 1344 101 6 5850 1 8 44 6

22 6 0 1349 182 3 5852 2 7 67 3

23 4 0 351 181 1 5857 4 8 67 2

24 13 2 2013 125 13 5860 6 2 59 3

25 3 0 437 362 0 5866 2 5 82 2

26 4 0 1762 247 8 5866 2 5 61 4

27 3 0 940 251 2 5867 2 7 58 5

28 9 1 1199 133 2 5903 1 3 129 2

29 9 1 1197 567 5 6009 4 5 87 3

30 6 1 925 96 12 6009 2 8 74 2

4.5 Developing Quantitative Models

In this step, we collected values for the dependent vari-
ables, patent right scope and strength, through expert 
evaluation of the sample patents. To this end, the 10 ex-
perienced patent attorneys of our expert group were asked 
to evaluate the patent right scope and strength for the 
sample patents on a scale from 1 to 9. Then we calculated 
the average evaluation scores for the sample patents 
(<Table 8>). W e then used those scores as the dependent 
variable to develop the measures for patent right scope 

and strength. 
We then used MLRA to construct the quantitative models 

for patent right scope and strength using the values of the 
independent variables and the experts’ evaluations. For 
MLRA of the models, we summarized the distribution of 
the variables (<Table 9>) and conducted a correlation matrix 
examination (<Table 10>). The matrix suggested that the ex-
planatory variables are not highly inter-correlated; generally, 
correlation of 0.7 to 0.8 indicates a strong positive correla-
tion, 0.5 to 0.6 is normal positive correlation, and below 0.4 
is weak correlation [14]. 
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<Table 10> Pearson’s Coefficient Matrix

img_cnt pri_cnt
wrd_cnt_
of_inv

wrd_cnt_
of_bgr

wrd_cnt_
of_lim

exp_dur
clm_ind_

cnt
clm_dep_

cnt
wrd_cnt_

of_clm_ind
clm_depth

img_cnt 1
pri_cnt 0.1745 1

wrd_cnt_of_inv 0.3808*** -0.0112 1
wrd_cnt_of_bgr 0.0826 -0.2233 -0.0605 1
wrd_cnt_of_lim 0.2867*** 0.0236 0.6026 -0.0719 1

exp_dur -0.0141 0.1805 -0.0707 -0.2446** -0.1343 1
clm_ind_cnt 0.1857 0.2841*** 0.2006** -0.0891 0.0772 0.2387* 1
clm_dep_cnt 0.3185*** -0.1312 0.4423 -0.099 0.3748*** -0.0657 0.0942 1

wrd_cnt_of_clm_ind 0.0269 -0.0697 0.327*** 0.0965 0.1901 -0.1595 -0.2146** -0.1637 1
clm_depth 0.0675 -0.1362 0.1859 0.1421 0.093 -0.1311 -0.1761 0.5074 -0.2108** 1

*Significant at 10%, **Significant at 5%, ***Significant at 1%.

<Table 8> Part of Patent Right Scope and Strength Scores 

Rated by Experts

Patent No. Patent right scope Patent right strength

1 5.233777 4.549417
2 5.452298 4.747161
3 5.280572 5.37653
4 5.822792 5.570177
5 4.885788 4.377724
6 6.939445 7.282836
7 6.889643 6.080939
8 6.794416 6.632871
9 6.343191 6.799507

10 5.380303 5.657249
11 4.668036 5.467177
12 6.213554 6.005187
13 3.840363 5.384569
14 5.201337 5.473421
15 5.563765 4.699029
16 6.379359 6.427544
17 6.006129 7.218328
18 6.710558 7.495839
19 5.145406 5.827548
20 6.787952 5.901394
21 6.170734 5.594226
22 5.627114 5.967372
23 6.185864 5.448515
24 7.802952 7.512878
25 6.401863 5.883161
26 6.262363 5.961182
27 6.479258 5.845572
28 6.040666 6.560814
29 6.494853 6.165679
30 5.812291 5.759182

<Table 9> Means and Standard Deviations

Variable codes Mean Std. Dev. Min. Max.

y_strength 5.33 0.95 3.14 7.51
y_scope 5.18 1.15 1.37 7.80
img_cnt 6.66 3.27 0 15
pri_cnt 0.14 0.40 0 2

wrd_cnt_of_inv 1581.16 929.78 0 4303
wrd_cnt_of_bgr 333.43 200.19 0 1128
wrd_cnt_of_lim 8.84 6.63 0 34

exp_dur 5621.52 272.27 4785 6086
clm_ind_cnt 2.28 1.16 1 7
clm_dep_cnt 7.58 4.80 0 30

wrd_cnt_of_clm_ind 94.44 60.91 21 452
clm_depth 3.4 1.40 1 7

The regressions for the patent right scope and strength 
turned out to be proper : an adjusted R2 of 60.9% for patent 
right scope (<Table 11>) and an adjusted R2 of 54.4% for 
patent right strength (<Table 12>). Next, the general F-test 
for the model significance rejected the null hypothesis on 
the effect of all explanatory variables in each MLRA model, 
so the two models were found significant. 

In the analysis of the patent right scope, we found that all 
6 explanatory variables were significant (<Table 11>). The only 
variable with a negative effect on patent right scope was “the 
average number of words in independent claims” : when that 
variable increases 1, the patent right scope decreases by 0.007. 
Some of the explanatory variables had strong positive effects 
on patent right scope : “the number of priorities” (0.8661), “the 
number of independent claims” (0.2798), and “depth of claim 
hierarchy tree” (0.2227). Of particular note, “depth of claim 
hierarchy tree” was newly introduced as an explanatory variable 
in this research, and its effect suggests that a deep and wide 
claim hierarchy is significantly positive for patent right scope. 
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<Table 11> Regression Result for Patent Right Scope

F(6, 93) : 26.700, Prob > F : 0.000, R-squared : 0.633, Adj R-squared : 0.609.

Definition
Dependent variable

Coef. Std.Err. t P > t
y_scope

The number of priorities pri_cnt 0.8661 0.191601 4.52 0.000***

Remaining period of patent exp_dur 0.0005 0.00028 1.95 0.055*

The number of independent claims clm_ind_cnt 0.2798 0.070996 3.94 0.000***

The number of dependent claims clm_dep_cnt 0.0430 0.018126 2.37 0.020**

The average number of words in independent claims wrd_cnt_of_ind -0.0070 0.001275 -5.53 0.000***

Depth of claim hierarchy tree clm_depth 0.2227 0.06396 3.48 0.001***

constant 0.9342 1.62148 0.58 0.566
*Significant at 10%, **Significant at 5%, ***Significant at 1%.

<Table 12> Regression Result for Patent Right Strength

F(7, 92) : 17.900, Prob > F : 0.000, R-squared : 0.577, Adj R-squared : 0.544

Definition
Dependent variable

Coef. Std.Err. t P > t
y_strength

The number of drawings img_cnt 0.1001 .0222265 4.50 0.000***

The number of priorities pri_cnt 0.8404 .1695954 4.96 0.000***

The number of words in detailed description wrd_cnt_of_inv 0.0003 .0000982 3.45 0.001***

The number of words in background description wrd_cnt_of_bgr -0.0007 .0003438 -2.12 0.037**

The number of restrictive expressions wrd_cnt_of_lim -0.0293 .0122268 -2.40 0.019**

The number of words in independent claims wrd_cnt_of_ind -0.0049 .0012023 -4.09 0.000***

Depth of claim hierarchy tree clm_depth 0.1291 .0504159 2.56 0.012**

constant 4.5408 .2591309 17.52 0.000
*Significant at 10%, **Significant at 5%, ***Significant at 1%.

In the analysis of patent right strength (<Table 12>), we 
found that all 7 explanatory variables were significant. “The 
number of drawings,” “the number of words in detailed descrip-
tion,” and “depth of claim hierarchy tree” all had positive 
relations with patent right strength. “The number of priorities” 
and “depth of claim hierarchy tree” were important factors 
in both patent right scope and patent right strength. “The number 
of words in background description,” “the number of restrictive 
expressions,” and “the average number of words in independent 
claims” had a negative effect on patent right strength. Among 
the variables, “the number of priorities” had the strongest pos-
itive relation (0.8404) and “the number of restrictive ex-
pressions” had the strongest negative relation (-0.0293). 

The linear models for patent right scope and strength are 
used as the measures to estimate the legal excellence of na-
tional R&D patents. 

5. Evaluating the Patent Right Quality of 
IT-Related National R&D Programs 

The developed models for patent right scope and patent 
right strength can be used to evaluate the intellectual property 
dimension of national R&D programs. To introduce an appli-
cation of the developed models, we chose 10 national R&D 
programs that produced many patents. Then we used textual 
processing of patent descriptions and claims to extract the 
values for our explanatory variables for patent right scope 
and strength from 203 patents. By putting the values into 
the measures, we calculated the patent right scope and 
strength for each patent and compared the evaluation results 
among the R&D programs; the average patent right scope 
score was 5.121, and the average patent right strength score 
was 5.253 (<Table 13>). 
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<Table 13> Quantified Evaluation of the Selected National R&D Programs

R&D program title
# of

patents

Patent right scope Patent right strength

Average Rank Average Rank

Fourth generation mobile communication technology 35 5.582 2 5.648 1
Mobile WiMAX 25 5.276 3 5.002 9
E-3G based multi-media convergence technology 22 5.852 1 5.637 2
Interoperable ubiquitous computer development 14 5.011 6 5.074 6
Wearable interface technology for disaster relief 21 4.729 8 5.347 4
Data capturing mobile communication technology 18 4.630 9 5.046 8
Hybrid antenna technology for mobile broadcasting services 12 5.213 5 5.056 7
Interoperable humanoid technology based on distributed network 27 5.268 4 5.363 3
Intelligent robot sensors 14 4.961 7 5.252 5
Wearable mobile interface technology for the physically handicapped 15 3.692 10 4.542 10
SUM 203 5.115 5.261

Among the programs, the legal protection scope of patents 
in the R&D program “E-3G based multimedia convergence 
technology” was found to be the widest. In fact, according 
to the in-depth examination of patent attorneys, the pro-
gram’s patents were overall evaluated as well maximizing 
their legal protection scope by making full use of broad lan-
guage and the fewest possible terms in their claims. 
Furthermore, the patent right scope-related numerical factors 
of the program’s patents were definitely superior to those 
of other programs: independent claims = 2.56 (average = 
2.25), dependent claims = 10.31 (average = 7.59), and depth 
of claim hierarchy = 2.63 (average = 3.46). From an aspect 
of patent right strength, the R&D program “the fourth gen-
eration mobile communication technology was found to be 
the most solid. Numerically, the average number of its pat-
ents’ drawings (5.82) was similar to the average number of 
drawings (6.06) of all R&D programs, but patents of the 
program had a large number of priorities of 0.20 (average 
= 0.15). Interestingly, the program “Mobile WiMAX” was 
relatively high-ranked in patent right scope but low-ranked 
in patent right strength. This suggests that, in an overall 
sense, patents of that program are somewhat weak in support-
ing their claims by concretizing the relevant inventions with 
textual descriptions and drawings; in that program’s patents, 
the number of words in detailed description was 1674.7 
(average = 1809.6), the number of drawings was 5.02 
(average = 6.06), and the depth of claim hierarchy tree was 
2.2 (average 3.46). 

In the case study, we compared only the average ex-
cellence among some national R&D programs from the 
views of patent right scope and patent right strength because 
the number of patents produced by each R&D program 

varied. However, the measures of this research have the po-
tential to quantify the evaluation of the legal protection capa-
bility of patents, so they contribute by assisting experts, in-
cluding patent attorneys and technology experts, as they deal 
with massive patents in the R&D program evaluation pro-
cess. 

6. Conclusions and Challenges Remaining

The patent right quality of patents produced by national 
R&D programs is obviously considered a leading indicator 
to assess the quality of program outcomes because the patents 
can be the only legal mechanism to secure the economic 
and technological value of R&D programs’ final results. 
Through this research, we learned some lessons in designing 
and evaluating patents for better R&D outcomes. 

First, scientists and engineers should take a slightly differ-
ent approach to protecting their inventive knowledge. Accor-
ding to our analysis, patent right scope was much more im-
portant than patent right strength. In IT-related patents, more 
specifically, the broadness of patent rights was 2.64 times 
more important than their technological solidity. This result 
provides inventors with a significant implication in patenting 
their inventive knowledge. Many researchers in science and 
engineering fields tend to be technologically detailed, but our 
results suggest that they should change their approach. For 
example, under the “all elements rule,” each claim is antici-
pated only if a single reference discloses each and every 
claimed element. According to the rule, claims must be writ-
ten well with broad language and an appropriate minimum 
of technological terms to broaden the patent right scope. 
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Second, the hierarchical structure of evaluation factors for 
patent right quality holds, but their importance may vary by 
technological field. Despite the need to evaluate patent right 
quality of national R&D patents, little attention has been paid 
to defining the evaluation factors constituting the hierarchy 
of patent right quality and identifying the importance of the 
factors for better intellectual property evaluation. Because the 
current evaluation process has relied only on the knowledge 
of experts, evaluating patents has been subjective and biased. 
In this aspect, this research has a contribution in that it de-
fines a detailed structure of patent right quality in a hier-
archical way. However, although the hierarchical structure 
can apply in various technology domains, the relative im-
portance of the sub-evaluation factors in the hierarchy may 
vary by field, including nanotechnology, biotechnology, en-
vironment technology, and space technology. Although iden-
tifying the importance of evaluation factors in a patent right 
quality hierarchy helps experts’ R&D program evaluations 
to be balanced and nonbiased, expert-based evaluation is still 
time-consuming and costly. Thus, our measures for patent 
right scope and strength of patent right quality can be used 
as an efficient tool in the experts’ patent evaluation process. 

Quality evaluation of national R&D programs can contrib-
ute to the creation of high-quality intellectual property. 
Therefore, we developed measures for patent right scope and 
strength, which constitute patent right quality, using AHP, 
text mining and regression analysis. Our research contributes 
to a systemic view of patent right quality and our measures 
will become an efficient tool to assist human experts in eval-
uating patents for R&D program assessment. Furthermore, 
it holds the potential to become a basis for quantifying the 
process of patent evaluation.

Despite its contribution, there still exist some challenges 
in this research. First, the AHP results of the proposed meth-
od can be applied only to evaluating patents of IT-related 
R&D programs. In fact, the importance of evaluation factors 
in the patent right quality can vary according to technology 
fields, so future research will need to identify the importance 
of the evaluation factors in other fields. Second, the method 
did not use patent citation information, which has been wide-
ly adopted as an important factor for patent quality, because 
Korean patents do not require citing patents, and the sampled 
patents for our analysis were too recent to be cited by other 
later patents. Therefore, using U.S. patents in future research 
will identify the significance of the number of forward cita-
tions and further develop the measures for patent right 

quality. Finally, although this paper extracted values for 
some explanatory variables by using the number of words, 
future research will introduce natural language processing 
technology for more accurate textual analysis. 
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