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Abstract
The area under the ROC curve (AUC), the volume under the ROC surface (VUS) and the hypervolume under

the ROC manifold (HUM) are defined and interpreted with probability that measures the discriminant power of
classification models. AUC, VUS and HUM are expressed with the summation and integration notations for
discrete and continuous random variables, respectively. AUC for discrete two random samples is represented
as the nonparametric Mann-Whitney statistic. In this work, we define conditional Mann-Whitney statistics to
compare more than two discrete random samples as well as propose that VUS and HUM are represented as
functions of the conditional Mann-Whitney statistics. Three and four discrete random samples with some tie
values are generated. Values of VUS and HUM are obtained using the proposed statistic. The values of VUS and
HUM are identical with those obtained by definition; therefore, both VUS and HUM could be represented with
conditional Mann-Whitney statistics proposed in this paper.
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1. Introduction

The receiver operating characteristic (ROC) curve is a technique to visualize and organize the clas-
sification model (or classifiers) based on performance. ROC curve has been widely used in signal
detection theory to depict the tradeoff between Sensitivity and 1-Specificity of classifiers. ROC analy-
sis has been extended to visualize and analyze the behavior of diagnostic systems (Egan, 1975; Swets,
1988; Swets et al., 2000). The medical decision-making community has extensive literature on the use
of ROC graphs for diagnostic testing. Research regarding the property of ROC curve and information
about application of ROC analysis can be found in many papers, such as Provost and Engelmann et al.
(2003), Fawcett (2003), Hong (2009), Hong and Choi (2009), Hong et al. (2010), Provost and Fawcett
(2001), Sobehart and Keenan (2001) and Zou et al. (2007). The area under the ROC curve (AUC)
is used as an objective statistic to measure the power of discriminant through ROC curve (Bradley,
1997; Hanley and McNeil, 1982).

Most circumstances in real world consist of multiple categories rather than only two that require
methods to measure the power of discriminant of multiple category classification model are required.
For example, the triple categories (Nondefault, Warning, Default) are more realistic rather than two
categories (Nondefault, Default) in order to classify the credit assessment models. Whereas both ROC
curve and AUC are for two dimensions, ROC surface and the volume under the ROC surface (VUS)
are extended to three dimensions (Dreiseitl et al., 2000; Fawcett, 2003; Heckerling, 2001; Hong et
al., 2013; Mossmann, 1999; Nakas and Yiannoutsos, 2004; Nakas et al., 2010; Patel and Markey,
2005; Scurfield, 1996; Wandishin and Mullen, 2009, Zou et al., 2007). By extending the ROC surface
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and VUS for three dimensions, Li and Fine (2008) and Hong and Jung (2014) defined and suggested
both the ROC manifold and the hypervolume under the ROC manifold (HUM) statistic to discriminate
more than three categories.

The properties of discrete form of both VUS and HUM are discussed and explained. We will also
express VUS and HUM as functions of Mann-Whitney statistics in this paper because AUC can be
represented with the well-known nonparametric Mann-Whitney statistic. First, the conditional Mann-
Whitney statistic is suggested and defined. Then VUS and HUM for discrete random variables might
be represented with conditional Mann-Whitney statistics. Hence values of the VUS and HUM could
be obtained using the conditional Mann-Whitney statistics proposed in this paper.

In Section 2 of this paper, we explain the definitions of AUC, VUS and HUM. Especially, these are
explored for discrete variables and the HUM is concerned only for four categories of the classification
model. Section 3 suggests and defines the conditional Mann-Whitney statistics for multiple random
samples. Then VUS and HUM are proposed to represent with conditional Mann-Whitney statistics.
Some illustrative examples consisting of three and four random variables with some tie values are
generated. Then values of VUS and HUM are obtained and compared with values calculated by
definitions in Section 4. Section 5 provides the conclusion and future works.

2. ROC Manifold and HUM

Suppose k random variables X1, X2, . . . , Xk and their cumulative distribution functions, F1(·), F2(·),
. . . , Fk(·) satisfying F1(x) ≥ F2(x) ≥ · · · ≥ Fk(x) for all x. Nakas and Yiannoutsos (2004) and many
others defined AUC, VUS and HUM for ROC curve, surface and manifold, respectively, such as

AUC = P(X1 ≤ X2),
VUS = P(X1 ≤ X2 ≤ X3),

HUMk = P(X1 ≤ X2 ≤ · · · ≤ Xk) for k ≥ 4.

The AUC, VUS and HUM could be expressed by the following integral and probability notations
for continuous and discrete random variables, respectively (Hong and Jung, 2014). When random
variables are continuous, AUC, VUS and HUM4 are represented as

AUC =
∫ 1

0
ROC(u1)du1 =

∫ 1

0
F1

(
F−1

2 (u1)
)

du1,

VUS =
∫ 1

0

∫ F1(F−1
3 (1−u3))

0
ROCs(u1, u3)du1du3 =

∫ 1

0
F1

(
F−1

2 (1 − u)
)
− F3

(
F−1

2 (u)
)

du,

HUM4 =

∫ 1

0

∫ F2(F−1
3 (u3))

0
F1

(
F−1

2 (u2)
) [

1 − F4

(
F−1

3 (u3)
)]

du2du3.

When random variables are discrete, values of AUC, VUS and HUM4 are expressed such as

AUC = P(X1 < X2) +
1
2

P(X1 = X2), (2.1)

VUS = P(X1 < X2 < X3) +
1
2

P(X1 = X2 < X3) +
1
2

P(X1 < X2 = X3) +
1
22 P(X1 = X2 = X3), (2.2)
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HUM4 = P(X1 < X2 < X3 < X4) +
1
2

P(X1 = X2 < X3 < X4) +
1
2

P(X1 < X2 = X3 < X4)

+
1
2

P(X1 < X2 < X3 = X4) +
1
22 P(X1 = X2 < X3 = X4) +

1
22 P(X1 = X2 = X3 < X4)

+
1
22 P(X1 < X2 = X3 = X4) +

1
23 P(X1 = X2 = X3 = X4). (2.3)

AUC in (2.1) can be represented with Mann-Whitney statistic such as

AUC =
1

n1n2

[
UX1<X2 +

1
2

UX1=X2

]
,

where UX1<X2 ≡
∑n1

i=1
∑n2

j=1 I(X1i < X2 j), UX1=X2 ≡
∑n1

i=1
∑n2

j=1 I(X1i = X2 j) (Rosset, 2004). In this
work, we would like to express VUS and HUM in (2.2) and (2.3), respectively, as functions of Mann-
Whitney statistics.

3. VUS and HUM Represented with Conditional Mann-Whitney Statistics

3.1. VUS with conditional Mann-Whitney statistics

Suppose three random samples {X1i}, {X2 j}, {X3k} of sizes n1, n2, n3, respectively. And with their cumu-
lative distribution functions, F1(·), F2(·), F3(·), assume that F1(x) − F2(x) ≥ 0 and F2(x) − F3(x) ≥ 0
for all x.

By using the property of the conditional probability, the VUS under the assumption F1(x) ≥
F2(x) ≥ F3(x) can be defined as follows.

VUS = P(X1 < X2 < X3) +
1
2

P(X1 = X2 < X3) +
1
2

P(X1 < X2 = X3) +
1
22 P(X1 = X2 = X3)

= P(X2 < X3|X1 < X2)P(X1 < X2) +
1
2

P(X2 < X3|X1 = X2)P(X1 = X2)

+
1
2

P(X2 = X3|X1 < X2)P(X1 < X2) +
1
22 P(X2 = X3|X1 = X2)P(X1 = X2). (3.1)

Consider a paired sample {(X1i, X2 j)} satisfying X1i < X2 j for each pair. The {X2 j} in {(X1i, X2 j)|X1i <
X2 j} is denoted as {X2 j; X1i < X2 j}. In order to compare {X3k} with {X2 j; X1i < X2 j}, we will define the
conditional Mann-Whitney statistic.

Definition 1. Definition of the conditional Mann-Whitney statistic

UX2<X3 |X1<X2 =

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X2 j < X3k |X1i < X2 j

)
.

The conditional probability P(X2 < X3|X1 < X2) in (3.1) could be defined with the conditional
Mann-Whitney statistic which is calculated from two random samples {X3k} and {X2 j; X1i < X2 j}. Now
we propose alternative statistic to obtain the VUS for ROC surface.

Theorem 1. The VUS could be obtained by using the conditional Mann-Whitney statistic, such as

VUSMW =
1

n1n2n3

[
UX2<X3 |X1<X2 +

1
2

UX2=X3 |X1<X2 +
1
2

UX2<X3 |X1=X2 +
1
22 UX2=X3 |X1=X2

]
,
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where

UX2<X3 |X1<X2 ≡
n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X2 j<X3k |X1i<X2 j

)
, UX2=X3 |X1<X2 ≡

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X2 j=X3k |X1i<X2 j

)
,

UX2<X3 |X1=X2 ≡
n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X2 j<X3k |X1i=X2 j

)
, UX2=X3 |X1=X2 ≡

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X2 j=X3k |X1i=X2 j

)
.

Proof: Since

1
n1n2n3

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X1i<X2 j<X3k

)
=

∑n1
i=1

∑n2
j=1

∑n3
k=1I

(
X2 j<X3k |X1i<X2 j

)
n3

∑n1
i=1

∑n2
j=1I

(
X1i<X2 j

) ×
∑n1

i=1
∑n2

j=1I
(
X1i<X2 j

)
n1n2

=
1

n1n2n3

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X2 j < X3k |X1i < X2 j

)
,

the VUS is obtained that

1
n1n2n3

 n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X1i < X2 j < X3k

)
+

1
2

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X1i = X2 j < X3k

)
+

1
2

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X1i < X2 j = X3k

)
+

1
22

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X1i = X2 j = X3k

)
=

1
n1n2n3

 n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X2 j < X3k |X1i < X2 j

)
+

1
2

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X2 j = X3k |X1i < X2 j

)
+

1
2

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X2 j < X3k |X1i = X2 j

)
+

1
22

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X2 j = X3k |X1i = X2 j

)
=

1
n1n2n3

[
UX2<X3 |X1<X2 +

1
2

UX2=X3 |X1<X2 +
1
2

UX2<X3 |X1=X2 +
1
22 UX2=X3 |X1=X2

]
.

�

3.2. HUM4 with conditional Mann-Whitney statistics

Now we suppose four random samples {X1i}, {X2 j}, {X3k}, {X4l} of sizes n1, n2, n3, n4, respectively. For
cumulative distribution functions, F1(·), F2(·), F3(·), F4(·), assume that F1(x) ≥ F2(x) ≥ F3(x) ≥
F4(x) for all x.

By using the property of the conditional probability, the HUM4 under the assumption F1(x) ≥
F2(x) ≥ F3(x) ≥ F4(x) can be represented as follows.

HUM4 = P(X1 < X2 < X3 < X4) +
1
2

P(X1 = X2 < X3 < X4) +
1
2

P(X1 < X2 = X3 < X4)

+
1
2

P(X1 < X2 < X3 = X4) +
1
22 P(X1 = X2 < X3 = X4) +

1
22 P(X1 = X2 = X3 < X4)

+
1
22 P(X1 < X2 = X3 = X4) +

1
23 P(X1 = X2 = X3 = X4)
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= P(X3<X4|X1<X2<X3)P(X1<X2<X3) +
1
2

P(X3<X4|X1=X2<X3)P(X1=X2<X3)

+
1
2

P(X3<X4|X1<X2=X3)P(X1<X2=X3)+
1
2

P(X3=X4|X1<X2<X3)P(X1<X2<X3)

+
1
22 P(X3=X4|X1=X2<X3)P(X1=X2<X3)+

1
22 P(X3<X4|X1=X2=X3)P(X1=X2=X3)

+
1
22 P(X3=X4|X1<X2=X3)P(X1<X2=X3)+

1
23 P(X3=X4|X1=X2=X3)P(X1=X2=X3). (3.2)

The probability P(X1 < X2 < X3), P(X1 = X2 < X3), P(X1 < X2 = X3) and P(X1 = X2 = X3)
in (3.2) can be generalized by using the conditional probabilities in (3.1). Therefore, the conditional
probability P(X3 < X4|X1 < X2 < X3) could be represented with the conditional Mann-Whitney
statistic which is calculated from two random samples {X4l} and {X3k; X1i < X2 j < X3k}. Then the
conditional Mann-Whitney statistic, UX3<X4 |X1<X2<X3 could be defined as

∑n1
i=1

∑n2
j=1

∑n3
k=1

∑n4
l=1 I(X3k <

X4l|X1i < X2 j < X3k). Other conditional probabilities are also represented with conditional Mann-
Whitney statistics. Therefore, HUM for ROC manifold for four random variables could be represented
with the following conditional Mann-Whitney statistics.

Theorem 2. The HUM4 could be obtained by using the conditional Mann-Whitney statistic such as

HUM4
MW =

1
n1n2n3n4

[
UX3<X4 |X1<X2<X3 +

1
2

UX3=X4 |X1<X2<X3 +
1
2

UX3<X4 |X1=X2<X3 +
1
22 UX3=X4 |X1=X2<X3

+
1
2

UX3<X4 |X1<X2=X3+
1
22 UX3=X4 |X1<X2=X3+

1
22 UX3<X4 |X1=X2=X3 +

1
23 UX3=X4 |X1=X2=X3

]
, (3.3)

where

UX3<X4 |X1<X2<X3 ≡
n1∑
i=1

n2∑
j=1

n3∑
k=1

n4∑
l=1

I
(
X3k < X4l|X1i < X2 j < X3k

)
,

UX3=X4 |X1<X2<X3 ≡
n1∑
i=1

n2∑
j=1

n3∑
k=1

n4∑
l=1

I
(
X3k = X4l|X1i < X2 j < X3k

)
,

UX3<X4 |X1=X2<X3 ≡
n1∑
i=1

n2∑
j=1

n3∑
k=1

n4∑
l=1

I
(
X3k < X4l|X1i < X2 j = X3k

)
,

UX3=X4 |X1=X2<X3 ≡
n1∑
i=1

n2∑
j=1

n3∑
k=1

n4∑
l=1

I
(
X3k = X4l|X1i = X2 j < X3k

)
,

UX3<X4 |X1<X2=X3 ≡
n1∑
i=1

n2∑
j=1

n3∑
k=1

n4∑
l=1

I
(
X3k = X4l|X1i = X2 j < X3k

)
,

UX3=X4 |X1<X2=X3 ≡
n1∑
i=1

n2∑
j=1

n3∑
k=1

n4∑
l=1

I
(
X3k = X4l|X1i < X2 j = X3k

)
,

UX3<X4 |X1=X2=X3 ≡
n1∑
i=1

n2∑
j=1

n3∑
k=1

n4∑
l=1

I
(
X3k < X4l|X1i = X2 j = X3k

)
,
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UX3=X4 |X1=X2=X3 ≡
n1∑
i=1

n2∑
j=1

n3∑
k=1

n4∑
l=1

I
(
X3k = X4l|X1i = X2 j = X3k

)
.

Proof: The HUM4 can be defined by using indicator functions.

1
n1n2n3n4

 n1∑
i=1

n2∑
j=1

n3∑
k=1

n4∑
l=1

I
(
X1i < X2 j < X3k < X4l

)
+

1
2

n1∑
i=1

n2∑
j=1

n3∑
k=1

n4∑
l=1

I
(
X1i = X2 j < X3k < X4l

)
+

1
2

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X1i < X2 j = X3k < X4l

)
+

1
2

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X1i < X2 j < X3k = X4l

)
+

1
22

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X1,i = X2, j < X3,k = X4,l

)
+

1
22

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X1i = X2 j = X3k < X4l

)
+

1
22

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X1i < X2 j = X3k = X4l

)
+

1
23

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X1i = X2 j = X3k = X4l

) .
Since

1
n1n2n3n4

n1∑
i=1

n2∑
j=1

n3∑
k=1

n4∑
l=1

I
(
X1i < X2 j < X3k < X4l

)
=

∑n1
i=1

∑n2
j=1

∑n3
k=1

∑n4
l=1 I

(
X3k < X4l|X1i < X2 j < X3k

)
n4

∑n1
i=1

∑n2
j=1

∑n3
k=1 I

(
X1i < X2 j < X3k

) ×
∑n1

i=1
∑n2

j=1
∑n3

k=1 I
(
X1i < X2 j < X3k

)
n1n2n3

=
1

n1n2n3n4

n1∑
i=1

n2∑
j=1

n3∑
k=1

n4∑
l=1

I
(
X3k < X4l|X1i < X2 j < X3k

)
,

the HUM4 could be obtained that

1
n1n2n3n4

 n1∑
i=1

n2∑
j=1

n3∑
k=1

n4∑
l=1

I
(
X3k < X4l|X1i < X2 j < X3k

)
+

1
2

n1∑
i=1

n2∑
j=1

n3∑
k=1

n4∑
l=1

I
(
X3k = X4l|X1i < X2 j < X3k

)
+

1
2

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X3k < X4l|X1i = X2 j < X3k

)
+

1
22

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X3k = X4l|X1i = X2 j < X3k

)
+

1
2

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X3k < X4l|X1i < X2 j = X3k

)
+

1
22

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X3k = X4l|X1i < X2 j = X3k

)
+

1
22

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X3k < X4l|X1i = X2 j = X3k

)
+

1
23

n1∑
i=1

n2∑
j=1

n3∑
k=1

I
(
X3k = X4l|X1i = X2 j = X3k

) .
�

4. Some Illustrative Examples

4.1. Example of VUS

Table 1 shows three samples {X1i}, {X2 j}, {X3k} of sizes n1 = 5, n2 = 6, n3 = 5, respectively. The ROC
surface could consist of three positive rates such as (F1(x), F2(y)−F2(x), 1−F3(y)), for all x, y (x < y)
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Table 1: Three random samples
X1 11 17 23 39 44 n1 = 5
X2 17 22 39 48 57 72 n2 = 6
X3 39 57 63 89 94 n3 = 5

Table 2: Subsamples and the conditional Mann-Whitney statistics
{(X1, X2)|X1 < X2} X3(> X2) {(X1, X2)|X1 = X2} X3(> X2) {(X1, X2)|X1 < X2} X3(= X2) {(X1, X2)|X1 = X2} X3(= X2)

(11, 17) (17, 17) (11, 17) (17, 17)
(11, 22) (11, 22)
(17, 22) (17, 22)
(11, 39) 39 (39, 39) 39 (11, 39) 39 (39, 39) 39
(17, 39) (17, 39)
(23, 39) (23, 39)
(11, 48) (11, 48)
(17, 48) (17, 48)
(23, 48) (23, 48)
(39, 48) (39, 48)
(44, 48) (44, 48)
(11, 57) 57 57 (11, 57) 57 57
(17, 57) (17, 57)
(23, 57) (23, 57)
(39, 57) (39, 57)
(44, 57) (44, 57)

63 63 63 63
(11, 72) (11, 72)
(17, 72) (17, 72)
(23, 72) (23, 72)
(39, 72) (39, 72)
(44, 72) (44, 72)

89 89 89 89
94 94 94 94

UX2<X3 |X1<X2 = 72 UX2<X3 |X1=X2 = 9 UX2=X3 |X1<X2 = 8 UX2=X3 |X1=X2 = 1

on unit dice (Hong et al., 2013).
There are two subsamples {(X1, X2)|X1 < X2} and {(X1, X2)|X1 = X2} collected in Table 2. Then

{X3} is compared with {X2} in these subsamples {X2; X1 < X2} and {X2; X1 = X2}, so that conditional
Mann-Whitney statistics are obtained in Table 2.

Then with conditional Mann-Whitney statistics in Table 2, the VUS is obtained that

VUSMW =
1

n1n2n3

[
UX2<X3 |X1<X2 +

1
2

UX2<X3 |X1=X2 +
1
2

UX2=X3 |X1<X2 +
1
22 UX2=X3 |X1=X2

]
=

1
5 × 6 × 5

(
72 +

9
2
+

8
2
+

1
4

)
= 0.5383.

4.2. Example of HUM4

There are four illustrative random samples {X1i}, {X2 j}, {X3k}, {X4l} of sizes n1 = 4, n2 = 4, n3 = 6,
n4 = 5, respectively, in Table 3.

Four subsamples {(X1, X2, X3)|X1 < X2 < X3}, {(X1, X2, X3)|X1 = X2 < X3}, {(X1, X2, X3)|X1 <
X2 = X3} and {(X1, X2, X3)|X1 = X2 = X3} are collected in Table 4. Then {X4} is compared of {X3} in
these four subsamples, so that conditional Mann-Whitney statistics are obtained in Table 4.
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Table 3: Four random samples
X1 11 17 23 45 n1 = 4
X2 22 45 61 77 n2 = 4
X3 29 45 54 72 83 90 n3 = 6
X4 45 69 88 95 100 n4 = 5

Table 4: Subsamples and the conditional Mann-Whitney statistics
{(X1, X2, X3)|X1 < X2 < X3} X4 {(X1, X2, X3)|X1 = X2 < X3} X4 {(X1, X2, X3)|X1 < X2 = X3} X4 {(X1, X2, X3)|X1 = X2 = X3} X4

(11, 22, 29)
(17, 22, 29)
(11, 22, 45) 45 45 (11, 45, 45)
(17, 22, 45) (17, 45, 45) 45 (45, 45, 45) 45
(11, 22, 54) (45, 45, 54) (23, 45, 45)
(17, 22, 54)
(11, 45, 54)
(17, 45, 54)
(23, 45, 54)

69 69 69 69
(11, 22, 72) (45, 45, 72)
(17, 22, 72)
(11, 45, 72)
(17, 45, 72)
(23, 45, 72)
(11, 61, 72)
(17, 61, 72)
(23, 61, 72)
(45, 61, 72)
(11, 22, 83) (45, 45, 83)
(17, 22, 83)
(11, 45, 83)
(17, 45, 83)
(23, 45, 83)
(11, 61, 83)
(17, 61, 83)
(23, 61, 83)
(45, 61, 83)
(11, 77, 83)
(17, 77, 83)
(23, 77, 83)
(45, 77, 83)

88 88 88 88
(11, 22, 90) (45, 45, 90)
(17, 22, 90)
(11, 45, 90)
(17, 45, 90)
(23, 45, 90)
(11, 61, 90)
(17, 61, 90)
(23, 61, 90)
(45, 61, 90)
(11, 77, 90)
(17, 77, 90)
(23, 77, 90)
(45, 77, 90)

95 95 95 95
100 100 100 100

UX3<X4 |X1<X2<X3 = 130 UX3<X4 |X1=X2<X3 = 12 UX3<X4 |X1<X2=X3 = 12 UX3<X4 |X1=X2=X3 = 4
UX3=X4 |X1<X2<X3 = 2 UX3=X4 |X1=X2<X3 = 0 UX3=X4 |X1<X2=X3 = 3 UX3=X4 |X1=X2=X3 = 1
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Then, the HUM4 is obtained that

HUM4
MW =

1
n1n2n3n4

[
UX3<X4 |X1<X2<X3 +

1
2

UX3=X4 |X1<X2<X3 +
1
2

UX3<X4 |X1=X2<X3 +
1
22 UX3=X4 |X1=X2<X3

+
1
2

UX3<X4 |X1<X2=X3 +
1
22 UX3=X4 |X1<X2=X3 +

1
22 UX3<X4 |X1=X2=X3 +

1
23 UX3=X4 |X1=X2=X3

]
=

1
4 × 4 × 6 × 5

[
130 +

2
2
+

12
2
+

0
4
+

12
2
+

3
4
+

4
4
+

1
8

]
= 0.3018.

5. Conclusion

The Mann-Whitney test statistic is used to compare two location parameters of discrete random
samples. The conditional Mann-Whitney statistics are proposed in order to compare more than
equal to three random samples. Whereas the Mann-Whitney statistic, UX1<X2 , may be defined as∑n1

i=1
∑n2

j=1 I(X1i < X2 j) from two random samples {X1i} and {X2 j} of sizes n1 and n2, respectively,
the conditional Mann-Whitney statistic, UX2<X3 |X1<X2 , could be defined as

∑n1
i=1

∑n2
j=1

∑n3
k=1 I(X2 j <

X3k |X1i < X2 j) from two random samples {X3k} and {X2 j; X1i < X2 j}, where the subsample {X2 j; X1i <
X2 j} is collected satisfying the state {X1i < X2 j} from two random samples {X1i} and {X2 j}.

It is known that the Mann-Whitney statistic, UX1<X2 , can be used to define the conditional proba-
bility P(X1 < X2). Moreover it is found that the conditional Mann-Whitney statistic, UX2<X3 |X1<X2 , is
used to derive the probability P(X2 < X3|X1 < X2).

With the similar argument that AUC has a linear relation with the Mann-Whitney statistics, UX1<X2

and UX1=X2 , it might be concluded that VUS could be represented with conditional Mann-Whitney
statistics, UX2<X3 |X1<X2 , UX2=X3 |X1<X2 , UX2<X3 |X1=X2 and UX2=X3 |X1=X2 . In addition, the HUM with more
than three random variables is proposed to define with the conditional Mann-Whitney statistics in this
work.

The Mann-Whitney statistic for two random samples is also known to have a linear relation with
Wilcoxon rank sum statistic; therefore, it might be derived that the conditional Mann-Whitney statistic
for more than two random samples has a relationship with some modified Wilcoxon rank sum statistic
in a further study.
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