
Ⅰ. Introduction

Case-based reasoning is a memory-based method 
which solves a new problem by retrieving previous 
similar cases, so called neighbors, from a case-base. 
Thus, the more data that has been accumulated in 
a case-base, the more time it takes to retrieve neigh-
bors, which leads to prolonged prediction time in 
proportion to the size of a case-base (Aamodt and 
Plaza, 1994; Porter et al., 1990). This is a major 
limitation of the conventional CBR method when 

applying it to many real-life, high volume, or rapidly 
growing datasets.

In order to overcome this problem, some previous 
research suggests applying a clustering technique 
when using a CBR method (Hong and Liou, 2008; 
Khan et al., 2008; Kim and Han, 2001; Li et al., 
2006; Park, 2013; Qiang and King, 2001). For example, 
they suggest clustering a case-base into several small 
groups off-line. After that, when a new target case 
comes in, the group to which the target case is in-
volved with is determined, and a CBR method is 
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performed only within the corresponding group. We 
call this method the clustering-CBR (C-CBR) method. 
The C-CBR method works well in terms of reducing 
real-time computational cost, since it searches neigh-
bors only within a corresponding group instead of 
a whole case-base. However, it often retrieves less 
proximate neighbors than the conventional CBR 
(CBR) method, which often results in lower predictive 
performance. This problem is discussed in more detail 
in Section 3.  

This paper suggests a new case-based reasoning 
method called the Clustering-Merging CBR (CM- 
CBR) method. The CM-CBR method dynamically 
expands a searching pool to the other adjacent clus-
ters for retrieving more similar neighbors than the 
basic C-CBR. In other words, the CM-CBR method 
retrieves neighbors only in a corresponding cluster 
like the basic C-CBR method when a target is placed 
in the center of it, however, if a target case is placed 
in a boundary area then the CM-CBR method ex-
pands the searching pool to the other adjacent 
clusters.

The suggested CM-CBR method was applied to 
three real-life medical sets of data and the ex-
perimental results were compared with those of the 
CBR and the C-CBR methods. The results show that 
the suggested CM-CBR method produces similar or 
better predictive performance than the conventional 
CBR and the clustering-CBR(C-CBR) methods in 
many cases with significantly less computational cost. 

The rest of this paper is organized into four 
sections. Section 2 presents the related research. 
Section 3 indicates the limitations of the basic cluster-
ing CBR(C-CBR) method and suggests a new cluster-
ing CBR method called the Clustering-Merging CBR 
(CM-CBR) method. In Section 4, the experimental 
results of the CM-CBR method are presented compar-
ing the conventional CBR and C-CBR methods.  

Finally, concluding remarks and areas for future re-
search are discussed in Section 5.

Ⅱ. Related Research

Case Based Reasoning (CBR) is an approach for 
solving a new problem by remembering a previous 
similar situation and by reusing information and 
knowledge from that situation (Aamodt and Plaza, 
1994). This concept assumes that similar problems 
have similar solutions, so CBR is an appropriate meth-
od for a practical domain focused on real cases rather 
than on rules or knowledge to solve problems (Porter 
et al., 1990). A general CBR cycle is described by 
the following four processes and graphically pre-
sented in <Figure 1>:

1. RETRIEVE the most similar case or cases.
2. REUSE the information and knowledge in that 

case to solve the problem.
3. REVISE the proposed solution.
4. RETAIN the parts of this experience likely to 

be useful for future problem solving.

According to this process, CBR solves a problem 
by retrieving one or more previous cases, reusing 
them to solve the problem, revising the potential 
solution based on the previous cases, and retaining 
the new experience by incorporating it into the exist-
ing case-base. 

However, since CBR solves a new problem by 
retrieving previous similar cases by comparing the 
target case with all other cases in a case-base; the 
more data that has been accumulated in a case-base, 
the more time it takes to retrieve neighbors. This 
scalability problem causes the deterioration of re-
al-time computational performance of CBR accord-
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ing to the amount of a dataset and becomes the 
major limitation of CBR in terms of applying it to 
high volume or rapidly growing datasets.

In order to overcome this scalability problem, some 
researchers apply clustering techniques to CBR. Khan 
et al (2008) propose to cluster a case-base to reduce 
a search-space when considering small subset of cases 
during case retrieval, thus reducing the real-time 
computational costs of CBR. Qiang and Jing (2001) 
also use clustering algorithm in their suggested inter-
active case-based reasoning system called CaseAdvisor 
to compress a large case-base into several small ones. 
Hong and Liou (2008) apply clustering techniques 
for feature selection in the case retrieval process to 
improve efficiency of the large-scale CBR. Kim and 
Han (2001) apply clustering techniques for case-in-
dexing assuming that a case-base is already clustered 

into some distinct subgroups. However, this previous 
research does not show how different types of cluster-
ing models affect the performance of clustered CBR, 
nor what the adequate clustering model for given 
data is. In our previous work related to this research, 
we also use clustering ideas to reduce case retrieval 
time (Park, 2013). However, in this method, every 
previous case as well as a target case should be de-
termined whether they are placed in centered area 
or boundaries in advance, which greatly increases 
off-line computational time. Also, this method cannot 
expand a search space of the clustered CBR to more 
than two clusters. The concise version of this paper 
was presented in International Conference on 
Informatics, Management and Technology in 
Healthcare and published in ICIMTH 2014 proceed-
ings (Park, 2014).

<Figure 1> CBR Cycle Developed by Aamodt and Plaza (1994)
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Ⅲ. The Issue of the Clustering 
Case-Based Reasoning 

(C-CBR) Methods

The C-CBR method works well in terms of reducing 
real-time computational costs of the conventional 
CBR method by reducing a search space. However, 
it has an issue with predictive performance. Since, 
the C-CBR method searches neighbors within a corre-
sponding group, it usually retrieves less proximate 
neighbors for a target case than the conventional 
CBR method. Thus, predicting results using these 
less proximate neighbors often produces less accurate 
predictive performance than the CBR. Conclusively, 
there is a trade-off between computational cost and 
predictive performance when using the C-CBR 
method. Let us assume that the C-CBR method solves 
the current problem by retrieving three previous 
neighbors. If a target case t1 is placed near the centroid 
of the corresponding cluster ClusterBest, then the 
neighboring cases n1, n2, n3 are the best choice for 

t1 in terms of similarities. However, if a target case 
is placed relatively far from the centroid of a corre-
sponding cluster, such as the target case t2 in the 
<Figure 2>, then the neighboring cases of t2 becomes 
n4, n5, n6. This is because the conventional C-CBR 
method only finds neighbors within the correspond-
ing cluster, ClusterBest, even though there are more 
close neighboring cases such as n7 and n8 in the 
other neighboring cluster, ClusterNext. This phenom-
enon is intensified as target cases are placed closer 
to the boundary areas of the corresponding cluster.

In order to verify this problem, we apply the basic 
C-CBR method to the Diabetes dataset introduced 
in Section 5 and calculate the average accuracy of 
the target cases placed in the centered areas (90%) 
and the remaining boundaries (10%) separately. In 
this preliminary research, the results show that the 
average accuracy of the target cases placed in the 
boundary areas (0.711) is significantly lower than 
those of the centered areas (0.739). 

<Figure 2> Limitations of the Basic Clustering CBR Method
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Ⅳ. The Clustering-Merging 
Case-Based Reasoning Method 

(CM-CBR)

In this section, we suggest a new hybrid Case-Based 
Reasoning method called the CM-CBR method that 
dynamically expands a search pool to retrieve neigh-
bors considering the location of a target case in a 
corresponding cluster. Section 4.1 introduces how 
to determine whether or not the target cases are 
placed in the center areas of a cluster or in the boun-
dary areas and Section 4.2 describes how to determine 
the number of clusters k for the CM-CBR method. 
The overall procedure of the CM-CBR method is 
explained in Section 4.3.

4.1. Determining the Center and Boundary 
Areas

The suggested CM-CBR method expands the 
searching pool to adjacent clusters for target cases 
placed in the boundary areas. In other words, if a 
target case t is placed in the center then the CM-CBR 
method retrieves neighbors only in a corresponding 
cluster like the basic C-CBR method. However, if 
t is placed in a boundary area then it searches not 
only the corresponding cluster ClusterBest, but also 
for the other adjacent clusters, such as ClusterSecond 
and ClusterThird to find more similar neighbors. For 
example, in <Figure 3 (a)>, the CM-CBR method 
uses the ClusterBest as the search pool to find neighbors 
for a center-placed target case t; however it expands 
the search pool to the ClusterNext, from the ClusterBest 
for a boundary-placed target case t as depicted in 
<Figure 3 (b)>.

Thus, the CM-CBR method needs to determine 
whether or not the target cases are placed in the 
center areas of a cluster or in the boundary areas. 

In other to do this, we consider three different dis-
tances: first, the distance 


 , which calculates 

the distance between the target case t and the centroid 
of the corresponding cluster CBest, second, the distance 



 , the distance between t and the centroid 

of the other close cluster CSecond, and lastly the distance 



 


, the distance between CBest and CSecond. 

The Euclidian distance formula for calculating these 
three distances are presented as follows.
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Then, we set a constant α (0≤ α≤1) to cut-off 
and adjust the size of a center area and a boundary. 
In other words, if the difference between 


 

and 


  is smaller than α×


 


 
then the CM-CBR determines that the target t is 
placed in boundary areas as presented in <Figure 
3 (b)>. However, if the difference is greater than 
a criterion, then it determines that the target t is 
placed in centered areas, such as t in <Figure 3 (a)>. 
We called this α as a cut-off ratio. In this stage, 
the ratio of a center to boundary area can be adjusted 
by changing the cut-off ratio α. As α increases the 
boundary areas become wider and more target cases 
are involved in boundary areas. However, as α de-
creases, more target cases are classified as placing 
in centered areas. In extreme cases, when α is 0, 
all target cases are classified as placing in a centered 
area, thus CM-CBR operates exactly the same as 
the basic C-CBR method. The optimum α, which 
produces good performances, for each dataset is 
different. Thus, it is desirable to find the optimum 
cut-off ratio α for each dataset. In this research, we 
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(a) Adapting a criterion level by changing the cut-off ratio α

(b) A searching pool is expanding to the adjacent cluster

<Figure 3> Dynamically Composing a Search Pool for Retrieving Neighbors
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change the cut-off ratio (α) several times to get the 
adequate value which produces good performances 
in terms of predictive performances as well as compu-
tational costs, and set this to 0.2:

If 


 


 ≤ ×


 


|  
(α: cut-off ratio)

Then t is placed in “boundary area”
Else, t is placed in “center area”

4.2. Determining the Number of Clusters

Next, we explain how to determine the number 
of clusters k for the CM-CBR method. Usually, the 
basic clustering CBR (C-CBR) method finds the opti-
mal k by trial and error. In other words, the C-CBR 
method is performed repeatedly in a training phase, 
by changing the numbers of clusters several times. 
After then, the kbest, the number of clusters that pro-
duces the best predictive performance, is selected. 
By contrast, the CM-CBR method determines the 

numbers of clusters focusing on minimizing case 
retrieval time. It is because the CM-CBR method 
can dynamically expand a searching pool for improv-
ing predictive performance, thus it is more effective 
to select the k, which reduces computational cost 
rather than improves predictive performance. In or-
der to minimize the case retrieval time, we apply 
the following formula suggested in our previous work 
(Park, 2013):

•k= (rounding off to the nearest integer)    
(k: The number of clusters, n: The total number 
of data in a case-base)

In this work, we showed that the minimum number 
of computations of the C-CBR method are achieved 
when the number of clusters is calculated  (k= 
 ) as presented in <Figure 4> (Park, 2013). If 
the C-CBR method clusters a case-base into k numbers 
of groups, then one clustered group can contain n/k 
cases on average. When a new target case t comes 

<Figure 4> The Number of Computations to Retrieve Neighbors [7]
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in on-line, it finds the group that the target case 
is involved with among these k groups. At this stage, 
the C-CBR method calculates the distances between 
t and the centroids of all k clusters and selects the 
closest cluster (ClusterBest) as the corresponding 
group, which requires k number of computations. 
It then searches neighboring cases of t only within 
the ClusterBest, which contains n/k cases on average. 
Thus, n/k computations are additionally required, 
so the total number of computations for retrieving 
neighbors becomes k + (n/k). We graphically present 
it as the number of clusters k changes in <Figure 
4>. As you see, the minimum number of computa-
tions are achieved when k is  .

4.3. The Overall Procedure of the CM-CBR

The overall procedure of the CM-CBR method 
is graphically depicted in <Figure 5> and descriptively 

explained in <Figure 6>. In the first step, the CM-CBR 
method performs exploratory data analysis. In the 
second step, it transforms data by standardization 
to eliminate the effects of units. Next, in the third 
step, the training dataset and test dataset are de-
termined for 10 fold-cross validation. In the fourth 
step, the CM-CBR method clusters the training dataset 
into  numbers of groups as explained in section 4.1, 
where n is the number of training dataset. Step 1 
to 4 are performed off-line. The rest of the process 
starting from step 5 is performed on-line. The 5th 
step uses a search-pool to retrieve neighbors for a 
target case t with a dynamic cluster indexing techni-
que as explained above. In the sixth step, the process 
retrieves neighbors from the newly composed search 
pool and predicts the results of a target case by using 
retrieved data. Steps 4-6 are repeated for 10-fold 
cross validation and, finally, total performance of 
the CM-CBR is calculated. 

<Figure 5> The Process of Retrieving Neighbors for CM-CBR
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1. Perform exploratory data analysis (EDA); identify overall patterns and outliers.

2. Transform data for comparability:
   a. Eliminate effects of units (of measurement) by subtracting the mean and dividing by the standard deviation if the attributes 

are real. 

3. Divide the dataset into training and test dataset for 10 fold-cross validation. 

4. Cluster the training dataset into sub-groups.
   a. Cluster the training dataset by K-Means Clustering algorithm. The number of clusters k is calculated by the following formula:
       (n: the number of training dataset, k: # of clusters, 1 <k<n)  

5. Compose a search-pool to find neighbors for a target case t.
   a. Calculate the distance between the target case t and the centroid ci of each cluster grouped in the previous step:   
     

  
    ( x: the value of a variable for a case 

ci : the centroid of ith cluster group, t: target case) 
   b. Find the cluster having the minimum distance from a target case t. This cluster is set as the corresponding cluster of 

t, and referred to as the ClusterBest. Similarly, find the second best cluster having the next smaller distance from a target 
case and refer to it as the ClusterSecond. 

   c. Calculate the distance between the centroids of the best and the second best clusters: 
     





 


 


   (CBest: the centroid of ClusterBest

CSecond: the centroid of ClusterSecond)
   d. If 


 




 
  


 


×  (α: a cut-off ratio, 0≤α≤1 )

Then the Best cluster becomes the new case-base for a target case t.
Else the new case-base is composed by merging the Best cluster and the Next cluster. 

   e. Repeat step 5-c and 5-d until the case-base does not expand further.

6. Predict the results of a target case t by performing the CBR method in a search-pool composed in step 5. 
   a. Retrieve the neighboring cases 

  in the newly composed case-base.  
   b. Determine the relative weight of  neighbor:

     









   (




 



,  J: the number of neighbors

dj: the distance between the target case t and jth neighboring case) 
   c. Predict the result of a target case t as the weighted sum of output attributes of the neighboring cases:

      
 



×
  (

 : the value of output attribute of a neighboring case nj.)

   d. Repeat Step 5 and Step 6 for all target cases in the test dataset. 

7. Repeat Steps 4-6 for each test data set 10 times for 10-fold cross validation.

8. Evaluate the performance.

<Figure 6> The Process of the Proposed Cluster-and-Merging CBR (CM-CBR)
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Ⅴ. Experiments

The common experimental settings used through-
out this research are introduced in section 5.1 and 
the experimental results of the CBR, C-CBR and 
CM-CBR are presented in section 5.2. 

5.1. Experimental Settings

In this research, three real-life medical datasets 
were obtained from the UCI repository. Blake and 
Merz are used (Blake and Merz, 1998). The datasets 
consist of physical records and the diagnosis results 
concerning patients. Physical conditions of patients 
are set as independent variables (IV) and the diagnosis 
result is set as a dependent variable (DV). The details 
of the datasets are given in <Table 1>.

▪Data
  - Breast Cancer: The dataset originally contained 

569 examples and 32 attributes. 560 of the 
examples were used. The dataset consists of 
2 classes where 212 cases show the presence 
of breast cancer and 348 cases show the absence. 

  - Diabetes: The dataset originally contained 768 
cases and 9 attributes. 760 cases of the cases 
were used. The dataset consists of 2 classes 
where 492 cases show the presence of diabetes 
and 268 cases show the absence. 

  - Cardiotocography (CTG): The dataset consists 
of measurements of fetal heart rate and uterine 

contraction features on cardiotocograms clas-
sified by expert obstetricians and in a fetal 
state in patients. The dataset originally con-
tained 2126 cases and 23 attributes; however, 
we only used 802 of the cases considering 
the proportion of each class in the dataset. 
The fetal state is classified into three classes 
where 331 cases show normal, 295 cases show 
suspect and 176 cases show pathologic.

▪Clustering Method
  - Clustering algorithm: The K-Means clustering 

algorithm is used to cluster a previous 
case-base into several different groups. The 
K-Means clustering method chooses local 
minimum cluster centers in the instance space 
via a random start iterative approximation 
strategy (Whitten and Frank, 2000). 

  - The number of clusters: The number of clusters 
k for the C-CBR method is determined by 
selecting the best performing cluster among 
seven different k. For example, 15 clusters for 
the Breast Cancer dataset, 19 clusters for the 
Diabetes dataset, and 16 clusters for the CTG 
dataset are used. However, the number of clus-
ters for the CM-CBR method is set to in order 
to minimizes the computational cost as ex-
plained in <Figure 2>.

▪The Performance Measurements
  Two aspects of performance, predictive perform-

Datasets # Instances # Variables # Classes
Breast Cancer 560 31 2
Diabetes 760 9 2
CTG 802 23 3

<Table 1> Details of the Dataset Used in the Experiment
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ance and computational performance were con-
sidered to evaluate the models. To evaluate the 
predictive performance, we mainly used accuracy 
measurements. However, sensitivity and specific-
ity were also measured for binary class datasets 
such as the Breast Cancer and Diabetes datasets. 
In order to evaluate computational performance, 
we used on-line computational time to predict 
the results of target cases. This is because one 
purpose of the research is reducing on-line pre-
diction time, so called real-time, rather than the 
off-line computational time. 

  - Accuracy: The proportion of correctly classi-
fied cases.

  - Sensitivity: The fraction of positive cases that 
are classified as positive.

  - Specificity: The fraction of negative cases classi-
fied as negative.

  - Prediction-time: The on-line computational 
time needed to predict the result of a new 
target case in test dataset. 

▪Implementation
  The case-based reasoning methods used through-

out this research are implemented by Java and 
use the free data mining package Weka (Whitten 
and Frank, 2000). The number of neighbors used 
for all CBR methods is set to 3 in these 
experiments.

5.2. Experimental Results

This section presents the experimental results of 
the CBR, C-CBR and CM-CBR methods and compares 
them with each other. Aforementioned in Section 
4.1, the cut-off ratio α is set to 0.2, and, in this 
case, 87 cases are placed in the “boundary area” for 
the Breast Cancer, 114 cases for the Diabetes and 
120 for the CTG dataset are placed in the boundaries.

The overall predictive performances of all three 
methods; CBR, C-CBR, and CM-CBR are presented 
for Breast Cancer, Diabetes and CTG datasets in 
<Figure 7>, <Figure 8> and <Figure 9> respectively. 
In these results, the CM-CBR method performs the 

<Figure 7> The Predictive Performances of the CM-CBR vs. CBR vs. C-CBR 
(Breast cancer)
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best in terms of accuracy results for the Breast Cancer 
dataset and second best for the Diabetes and CTG 
datasets. For all three datasets, the suggested CM-CBR 
method outperforms the basic C-CBR method. 
Interestingly, the CM-CBR method produces even 
better predictive results than the CBR method in 
some cases with retrieving less proximate neighboring 
cases. We think there are two possibilities. First, it 

happens to outperform the predictive performance 
of the traditional CBR because of the noise in the 
datasets. Second, when a proximity between a target 
case and neighboring cases reaches to a certain level, 
the proximity and predictive performances are not 
necessarily positively correlated. The rank ordered 
performance of each method are also presented in 
<Table 2> to compare the results more efficiently.

<Figure 8> The Predictive Performances of the CM-CBR vs. CBR vs. C-CBR (Diabetes)

<Figure 9> The Predictive Performances of the CM-CBR vs. CBR vs. C-CBR (CTG)
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In order to verify that these results are statistically 
significant, we next performed one-sided paired 
t-tests and present the results in <Table 3>. In this 
experiment, the accuracy of the CM-CBR method 
statistically outperforms the basic C-CBR method in 
4 out of 7 cases at a 90% confidence interval. Also, 
the CM-CBR method even outperforms the basic CBR 
method in 3 out of 7 cases.

Next, the real time computational costs of the 
CM-CBR, CBR and C-CBR methods are compared 

with each other in <Figure 10>. The unit measure 
of time is milliseconds. As presented in <Figure 10>, 
the CM-CBR method requires significantly less com-
putational time to predict the results than the conven-
tional CBR method. The CM-CBR method also re-
quires less prediction time than the basic C-CBR 
method; however, the gap between these two methods 
is relatively insignificant because both methods re-
trieve neighbors from a pre-clustered sub groups. 

Dataset Rank 1 2 3

Breast
Cancer

Accuracy CM-CBR CBR C-CBR
0.962 0.954 0.951

Sensitivity CM-CBR CBR C-CBR
0.953 0.948 0.948

Specificity CM-CBR CBR C-CBR
0.966 0.957 0.953

Diabetes

Accuracy CBR CM-CBR C-CBR
0.737 0.736 0.716 

Sensitivity CM-CBR CBR C-CBR
0.653 0.640 0.614 

Specificity CBR CM-CBR C-CBR
0.782 0.769 0.759 

CTG Accuracy
CBR CM-CBR C-CBR
0.732 0.722 0.719

<Table 2> Ranked Ordered Performances of Each Classifier

Performance
Measures

Predictive Performances
Accuracy Sensitivity Specificity

H0

(P-value)
CM-CBR
≤CBR

CM-CBR
≤C-CBR

CM-CBR
≤CBR

CM-CBR
≤C-CBR

CM-CBR
≤CBR

CM-CBR
≤C-CBR

Breast 0.0475 0.044 0.115 0.198 0.0535 0.0365

Diabetes 0.4453 0.0927 0.2670 0.0749 0.0428 0.1552 

CTG 0.2815 0.4445 . . . .

<Table 3> Overview of the t-Test Result for Each Pair-Wised Classifier 
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In conclusion, the CM-CBR method statistically 
outperforms the basic C-CBR method in many ex-
perimental cases in terms of predictive performance 
and computational cost and solves the scalability issue 
of the conventional CBR method as well. 

Ⅵ. Concluding Remarks and 
Future Work

In this paper, we addressed the scalability issue 
of the conventional Case-Based Reasoning (CBR) 
method for a high-volume and rapidly increasing 
dataset. We also showed that, even though, the basic 
Clustering Case-Based Reasoning (C-CBR) method 
reduces computational costs of the CBR method, it 
often produces less accurate predictive results. Thus, 
practically it does not overcome the limitations of 
the CBR method. 

Therefore, we suggested a new case-based reason-
ing method called the Clustering-Merging CBR 
(CM-CBR). The suggested CM-CBR method retrieves 

neighbors from an adaptively composed search pool 
considering the proximity between a target case and 
the centroid of a corresponding cluster. The suggested 
CM-CBR method was applied to three real-life medi-
cal datasets. The results show that it produces similar 
or better predictive performance than the conven-
tional CBR with less computational cost. Moreover, 
it also outperforms the basic C-CBR method in terms 
of predictive performance. 

There are some limitations in this research. First, 
the CM-CBR method is performed with the fixed 
cut-off ratio (i.e., 0.2) instead of applying the opti-
mum value for each dataset. This value works well 
in this study; however, it may not perform well in 
other experimental settings. Thus, it is suggested that 
future researchers find the optimum cut-off ratio 
α for their dataset. Second, the sizes of the datasets 
used in the experiments are not high volume due 
to the difficulty of data acquisition. If the CM-CBR 
method were applied to high volume datasets in prac-
tice, the performance differences between each meth-
od would be more obvious than applying it to small 

<Figure 10> The Prediction Time of the CM-CBR vs. CBR vs. C-CBR 
Methods (Milliseconds)
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size datasets. Third, we fixed some experimental set-
tings to simplify the experiments. For example, we 
set the number of neighbors to 3 and calculated 

the distances only by the Euclidean method. We would 
like to extend this study to other experimental settings 
to get more general results in the future.
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