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Abstract—A high speed VLSI digital Winner-Take-All 
(WTA) circuit called simultaneous digital WTA 
(SDWTA) circuit is presented in this paper. A 
minimized comparison-cell (w-cell) is developed to 
reduce the size and to achieve high-speed. The w-cell 
which is suitable for VLSI implementation consists of 
only four transistors. With a minimized comparison-
cell structure SDWTA can compare thousands of data 
simultaneously. SDWTA is scalable with O(mlog n) 
time-complexity for n of m-bit data. According to 
simulations, it takes 16.5 ns with 1.2V-0.13 mm 
process technology in finding a winner among 1024 of 
16-bit data.    
 
Index Terms—Winner-take-all circuit, digital WTA 
circuit, maximum selector circuit, scalable WTA 
architecture   

I. INTRODUCTION 

The Winner-Take-All (WTA) circuit is the circuit to 
identify the biggest one among multiple data. It is one of 
the most important building blocks in various areas such 
as neural networks, fuzzy systems and nonlinear filters. 
Many VLSI chips of these areas including neural 
network chips are implemented by analog circuits 
including analog WTA [1-3].  

Many analog WTA circuits have been proposed [4-8], 
but digital WTA circuits have been relatively less 
researched than analog counterparts. Analog VLSI 

implementations of WTA circuit require less hardware 
than digital implementations. However, analog WTA 
circuits suffer from matching problems [9] and stability 
and convergence problems [10], especially for a large 
number of inputs. With the development of VLSI 
technologies, the number of inputs increases while the 
voltage level of VDD as well as the input range decrease. 
Therefore, it is getting more difficult for analog WTA 
circuits to achieve a high-precision operation.   

On the contrary, digital WTA circuits have many 
advantages compared to their analog counterparts. Unlike 
analog counterparts, digital WTA circuits are free from 
mismatch, stability, and convergence problems. Since the 
precision of digital circuits is determined only by the 
number of digits in digitization process, it is relatively 
easy to control the precision of WTA circuit. With the 
increase of integration level, the advantages of digital 
WTA circuits overweight the disadvantage so that 
switching analog WTA to digital WTA is necessary for 
more accurate operations for a large number of data. 
Digitization is the trends of times. Many studies have 
been carried out to digitize analog parts [11-14]. 

A general purpose high-speed digital WTA circuit 
which is scalable to use for a large number of inputs is 
presented in this paper. The proposed architecture, called 
Simultaneous Digital WTA (SDWTA) intends to 
minimize the hardware-overheads of digital WTA circuits 
and to achieve high speed operation. A small competition 
cell is devised for these purposes. To be suitable for 
VLSI implementation, the cell consists of only four 
transistors, so that SDWTA not only operates in high 
speed but also reduces hardware overheads.  

The algorithm and circuits of SDWTA are described in 
the next section. The simulation results are presented in 
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Section III, and the concluding remarks are in Section IV. 

II. SIMULTANEOUS DIGITAL WTA CIRCUIT  

1. Algorithm for the SDWTA 
 
The Simultaneous Digital WTA (SDWTA) circuit is 

based on the parallel bit-selection algorithm [15]. The 
algorithm used for SDWTA is given in Fig. 1. Let us 
consider n data, B1,...,Bn which are composed of m-bit 
binary numbers. Let us use the notation Bij for the j-th bit 
of the i-th data. Let Bi1 be the most significant bit (MSB), 
and Bim be the least significant bit (LSB) of Bi. 

The algorithm consists of m-steps. In each step, the 
data are divided into two groups: a winner group and a 
loser group. At the j-th step, the j-th bits of all data are 
checked to distinguish winners from losers.  

Let Wij (Lij) is the winner (loser) state of the data Bi at 
the j-th bit. Wij =1 means that Bi is left in the winner 
group until the j-th bit is checked. Lij =1 (Wij =0) means 
Bi is in the loser group. At the beginning, all data are 
included in winner groups so that Wi0=1 (L i0=0) for all 
of i. 

Comparison of data proceeds from MSB to LSB data. 
At the j-th step, the j-th bits of all data is checked. If Wi,j-

1=1 and Bij=1, Wij results in 1. If Wi,j-1=1 but Bij=0, Wij 
becomes 0 unless the passing signal (Pj) is generated. Pj 
is generated when Wi,j-1 ·Bij=0 for all i. When Pj=1, the 
states of Wi,j-1 are passed to Wij. 

After LSBs are checked, the data left in the winner 
group is the winner of the competition. If multiple data 

exist in the winner group, one of them is chosen 
according to a selecting rule given by its application.  

 
2. Circuit Description 

 
The SDWTA circuit consists of cell array and control 

circuits. Fig. 2(a) shows the proposed cell structure 
called w-cell. The w-cell consists of four MOS 
transistors so that the size is very small. The signals 
related to the cell operation play the roles such that  

 
f  : global start/precharge  signal 
Lj  : loser state at the j-th bit. If Lj =0, it is in the 

winner group 
Bj  : the j-th bit of a datum B 
Pj  : signal to pass Lj-1 state to Lj 
Kj  : temporal signal used to determine Pj

 

Fig. 1. The algorithm for SDWTA. 
 

 

(a) 
 

 

                Bj=1                Bj=0, Pj=1 
(b) 

 

 

(c) 

Fig. 2. The basic elements of SDWTA architecture (a) the 
circuit of a w-cell, (b) signal waveform for the w-cell, (c) the 
circuit of a 4-WTA cell block. 
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Fig. 3. The SDWTA configuration for small-scale 8-bit data elements. 
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The two NMOS transistors M1 and M2 are used to 
perform the line 4 in the Fig. 1. Because NMOS transfers 
0 better than 1, loser (Lj) states rather than winner (Wj) 
states are used as the input of the w-cell, i.e., 0 is passed 
to the next step only for winners. The M3 is used to 
precharge all Lj states to 1, before the circuit starts the 
WTA operation.  Therefore, all data are set to losers 
before the circuit starts, and Lj’s for the winners are 
become 0 during the WTA operation. M4 is used to pull 
up Kj-line which is attached to the j-th bit w-cells of all 
data. The Kj-line is reset to 0 initially, but pulled up to 1 
when any one cell attached to the line becomes a winner 
(Lj=0). If Kj-line becomes 1, it kills the generation of Pj 
signal. If no cell becomes a winner, Kj-line remains at 0 
and Pj signal is generated. This procedure corresponds to 
the line 3 in Fig. 1. When the j-th bits of all winner data 
are 0, the winner states do not changed. For this case, Pj 
signal is generated to pass the Lj-1-state to Lj. The signal 
waveforms for the cell operation are shown in Fig. 2(b). 

Although the w-cell is the basic component of array, a 
W-block which is a chain of multiple w-cells is more 
useful as a building block of cell array. For an m-bit data, 
m of w-cells are connected serially. Because a long series 
of MOS transistors degrades the strength of signal, some 
voltage buffers are required in the middle of the chain. 

A W-block as shown in Fig. 2(c) is composed of a 
series connected multiple w-cells and a voltage buffer. 
The number of w-cells in a W-block is designer’s choice. 
In this paper the W-block with four w-cells is used as the 
basic W-block in building the cell array.  

The overall SDWTA circuit diagram is presented in 
Fig. 3. For simplicity, it is drawn for the n of 8-bit data. It 
shows the arrangement of cell blocks and control circuits. 
The SDWTA is activated by f signal. Before activation, 
i.e., when f is 0, all Lij are precharged to 1 and all Pj are 
reset to 0. If activated by f, all precharge paths are closed 
and Li0 for all i become 0, so that the leftmost column 
starts competition. The circuits operate column by 
column and every column operation is identical.  The 
control circuits located at the top in Fig. 3 control the 
progress of column operations from MSB to LSB.  

 
The progress of column is controlled by the column 

control signal (Cj). In the j-th column operation, the 
winner cells pull-up Kj-line. The state of Kj-line is 
latched by Cj signal so that the Cj must be activated after 

the state of Kj-line is clearly developed. For this purpose, 
the D-delay circuit is used to postpone the Cj-activation. 
fEND signal plays a role to latch the result of competition 
as well as to inform the end of competition. 

 
3. Enhancement for Scalability  

 
If tc is the worst case delay for the evaluation of one 

column, the speed of WTA circuit (Td) for m-bit data is 
roughly becomes 

 

d cT mt=  
 
The most critical signal affecting tc is Kj. Because all 

cells in a column are attached to a Kj-line, the load is 
very large. The worst case delay happens when the line is 
pulled-up by only one w-cell. For the high speed 
operations, the circuit in Fig. 3 is suitable for small-scale 
WTA that compares up to tens of data elements.  For 
more than hundreds of data, the delay for pulling-up the 
Kj-line rapidly increases so that the speed of SDWTA is 
greatly degraded. For large–scale WTA operation, the 
column structure needs to be modified to reduce the 
delay. Fig. 4 shows the enhanced column structure for 
mid-scale and large-scale SDWTA circuits. To reduce the 
delay in pulling-up the Kj signal, the large load is 
distributed to two levels. The cells in a column are 

grouped as k-cell blocks so that the long jK line is 

 

Fig. 4. The enhanced column structure for large-scale SDWTA 
circuit. 
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pulled-down by a large NMOS when any one cell in a 
group becomes a winner. By this means, the size of pull-
up PMOS (M4) in w-cell can be kept small while the 
speed could be increased by adjusting the size of NMOS 
pull-down transistor. As we can see in the next section, 
SDWTA with the enhanced column structure can extend 
the high speed operation to more than thousands of data. 

Similarly to Fig. 4, the enhanced column structure 
could be extended to hierarchical pull-up and pull-down 
structures. For more than ten thousands data, the 
capacitive load of Kj-line could be distributed to three or 
four levels. If the load is well distributed to each level, 
the delay for developing Kj-line is proportional to log n. 
Since the delay of Kj-signal is the critical factor in the 
delay of a column operation (tc), the total delay of 
SDWTA circuit (Td) has O(mlog n) complexity. 

III. EXPERIMENTS  

The speed and scalability of the SDWTA circuit are 
estimated by SPICE simulation. The simulation is 
performed by HSPICE with IBM’s “1.2V-0.13 mm 8RF-
LM” model parameters [16]. The minimum size 
transistors (W=0.13 mm) are used for w-cell except the 
pull-up PMOS (M4) of which the size is W=0.26 mm.  

To check the scalability, the delays of the SDWTA 
circuit for various numbers of 16-bit data are simulated 
for three structures; S1, S2, and S3. S1 is for the small 
scale WTA which uses the circuit as in Fig. 3. S2 and S3 
are for the mid-scale and the large-scale WTA which 
adopt the enhanced column structure in Fig. 4. S2 uses 
eight w-cell groups (k=8) while S3 uses sixteen w-cell 
groups (k=16). 

Fig. 5 shows the simulation results. It shows that S1 is 
suitable up to WTA of 32 data. The delay of S1 for 4 of 
16-bit data is 7.9ns and it increases to 11.2ns for 32 data. 
For more than 32 data, the delay increases rapidly along 
with the number of data. For more than 50 data, the 
simulation results show that adopting the enhanced 
column structure is necessary to increase the speed of the 
WTA circuit. S2 is faster than S3 up to 1024 data, but S3 
becomes faster than S2 for the larger number of data. The 
optimum number k for grouping depends on the number 
of data and the size of pull-down NMOS. Fig. 5 shows 
that the SDWTA architecture with the enhanced column 
structure can find the winner among 2k of 16-bit data in 
20 ns with 0.13 mm technology. It implies that the 
SDWTA is a scalable architecture which can operate at 
high speed from tens to thousands of inputs.  

In Table 1, the speed of the SDWTA is compared to 
those of several existing WTA implementations. The 
SDWTA is about 100 times faster than analog WTA 
implementations in [3, 19, 20]. Most of analog WTAs 
focus on the precision of the WTA circuits, because input 

Table 1. Comparison to some existing WTA implementations 

WTA after 
Parameter SDWTA 

[17] [13] [18] [3] [19] [20] 
design type digital digital hybrid hybrid analog analog analog 

input voltage voltage voltage voltage voltage current current 
technology 0.13 mm 0.6 mm 0.35 mm 0.6 mm 0.09 mm 0.35 mm 0.35 mm 

supply voltage (V) 1.2 4.0 3.3 3~5 1.8 3.3 3.3 
# of inputs 1024 128 16 8 2 1024 2 
# of bits 16 6 5 4 - - - 

1/3600 1/1024 1/33 
resolution 1/64k 1/128 1/64 1/16 

(0.5 mV) (1.22 nA) (1.8 nA) 
worst case delay 16.5 ns 13 ns 135 ns 60 ns 30 ns 1 ms 34 ns 
average delay/bit 1.03 ns 2.67 ns 27 ns 15 ns - - - 

 

 

Fig. 5. Simulation results for the speed of SDWTA.  
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ranges decrease while the number of inputs increases. 
The precision of digital circuit is determined by bit-
length so that the design of a digital WTA can devote 
more efforts to speed-enhancement. Some WTA 
implementations [13, 18] adopt hybrid architecture which 
use DAC to convert digital inputs to analog inputs for 
WTA circuit. The SDWTA does not need such a 
conversion, but also operates about 30 times faster than 
those implementations. The digital WTA in [17] uses the 
two-dimensional bit-propagating (2DBP) scheme. From 
Fig. 5, the delay of S2 with 128 inputs is 11.36ns which 
is equivalent to 4.26 ns for 6-bit inputs. Compared to the 
delay of 2DBP in Table 1, the SDWTA is about 3 times 
faster than the 2DBP scheme. The results of comparisons 
show that SDWTA is an architecture competitive in 
speed and superior in scalability to other 
implementations. 

IV. CONCLUSIONS 

A new architecture for the digital WTA circuit called 
SDWTA is presented in this paper. SDWTA is a high-
speed scalable architecture that compares thousands of 
data at the same time. The basic cell structure and block 
structures are devised for the SDWTA architecture. 

The speed of SDWTA is estimated by SPICE 
simulation for 0.13 mm process technology. According to 
the simulation, the SDWTA takes 7.9 ns in finding the 
winner among 4 of 16-bit data, and 16.5 ns among 1024 
data. It is proven by simulations that the SDWTA 
architecture is scalable to hundreds of thousands data. 
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