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Abstract 

Deploying sensors into a target region is a key issue to be solved in building a wireless 

sensor network. Various deployment algorithms have been proposed by the researchers, and 

most of them are evaluated under the ideal conditions. Therefore, they cannot reflect the real 

environment encountered during the deployment. Moreover, it is almost impossible to 

evaluate an algorithm through practical deployment. Because the deployment of sensor 

networks require a lot of nodes, and some deployment areas are dangerous for human. This 

paper proposes a deployment approach to solve the problems mentioned above. Our 

approach relies on the satellite images and the Virtual Force Algorithm (VFA). It first 

extracts the topography and elevation information of the deployment area from the high 

resolution satellite images, and then deploys nodes on them with an improved VFA. The 

simulation results show that the coverage rate of our method is approximately 15% higher 

than that of the classical VFA in complex environment. 

 

Keywords: wireless sensor network; node deployment; satellite image; virtual force 

algorithm 
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1. Introduction 

This paper is aimed to study the issue of node deployment in Wireless Sensor Networks 

(WSNs). Deployment is closely related to the accuracy, completeness and efficiency of 

sensory information retrieval. However, most researches on the sensor network deployment 

algorithms are confined to the laboratory or on paper because it is very expensive to deploy 

nodes in a real environment. Fortunately, with the rapid development of high-resolution 

satellite images, it is possible to deploy sensor nodes on them, which would be more 

practical than the previous approaches. The geographic information such as elevation and 

land cover types can be obtained from the satellite images. Therefore, this is a new approach 

to design and evaluate the deployment algorithms in the practical environment.  

Satellite images generally refer to the pictures taken by satellites in space. Satellite 

images are used in different fields such as the military command, disaster relief, fire 

protection and other natural disaster monitoring. Senlet et al. [1] used satellite maps for 

precise localization of a mobile robot on sidewalks. In order to attain globally corrected 

localization results, they combined the stereo camera images, visual odometry, satellite map 

matching and a sidewalk probability transfer function obtained from the street maps. When 

the satellite images are used, the first issue is how to extract the information from the images. 

Nowadays, the classification and segmentation techniques for satellite images can be used to 

extract variant land cover types from the satellite images, such as water, grass, rock. 

Wilkinson et al. [2] presented a classical scheme for feature classification of the satellite 

images. Recently, there have also been researches [3][4] on the classification algorithms for 

high-resolution satellite images. In this paper, we extract the topography information from 

the satellite images, so some classical methods for classification and segmentation are used. 

The deployment problem of mobile WSNs is also encountered during the deployment of 

mobile robots. Some universities and scientific research institutions have done lots of related 

work, and many algorithms [5] are proposed. The deployment methods can be roughly 

classified into three categories: the methods based on the geometric model [8], the methods 

based on the virtual potential field [9] and the methods based on the biological intelligence 

[10]. The method proposed in this paper belongs to the second category. This kind of 

algorithm uses the artificial potential fields for the self-diffusion of mobile nodes. Each node 

in the network is regarded as a virtual positive electric charge, which is repelled by the 

boundaries, obstacles and other nodes. All the nodes in the network area tend to spread to 

other places under the force of repulsion. In the meantime, these nodes need to avoid 

spreading out of the boundary. Finally, they reach an equilibrium state, which means the 

driven force equals to the resistance of each node. The advantage of this algorithm is that it is 

simple and straightforward to use, which can quickly achieve the purpose of spreading nodes 

to the whole sensing area. Moreover, each node has a short moving distance. On the other 

hand, the disadvantage is that it is easy to fall into local optimal solution [12-18].  
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One of the most classic literatures based on the virtual potential field method was 

written by Howard et al. [12], in which they provided a solution to the problem of deploying 

a mobile sensor network in unknown dynamic environments. Concretely, they described a 

potential-field-based approach for node deployment, in which nodes are regarded as virtual 

particles, and these nodes are subject to the virtual forces. These forces repel nodes from 

each other, and the obstacles. Moreover, these forces ensure that, from an initial compact 

state, nodes could spread out to maximize the coverage area of the network. In addition to 

these repulsive forces, nodes are also subject to a viscous friction force. This force is used to 

ensure that the network will eventually reach the state of static equilibrium. Similarly, the 

Virtual Force Algorithm (VFA) in [13] and the virtual spring force algorithm in [18] use both 

the repulsive and attractive force components to maximize coverage and uniformity for 

sensors. 

In traditional VFA scheme, it is assumed that the sensing radius of each sensor node is 

the same. However, in some practical environment, the sensor nodes may locate in different 

terrains, so the transmission radius may be different. This paper proposes a deploy method 

for complex environment. Compared with previous methods, the main innovations and 

contributions of this paper are listed as follows: 

1) We propose a deployment method based on the satellite images. Firstly, we extract the 

information of land cover types, area and height from the satellite images according to 

the locations at deployment fields. Then we convert the information into a deployment 

map, which is provided for the proposed virtual deployment method. In other words, the 

deployment can provide guidance for the practical deployment. 

2) We propose an improved VFA suitable for deployment in the complex environment. The 

traditional virtual force algorithm is not suitable for deployment in such environment, so 

we put forward the improved VFA to implement the deployment. Then, through 

simulation, we evaluate the performance of the algorithm. 

The remainder of this paper is organized as follows: Section 2 proposes the improved 

VFA suitable for virtual deployment in complex environment; Section 3 introduces the 

procedures for the classification and preprocessing of satellite images; Section 4 presents the 

virtual deployment scheme in detail. Moreover, we will evaluate both the proposed 

deployment algorithm and the existing classical algorithms through simulations; finally, 

Section 5 concludes the paper and points out the direction for future works. 

2. VFA for Virtual-Deployment 

In our virtual-force-based approach, the sensor nodes are modeled as points subject to 

the attractive or repulsive force according to the distance between every two sensors. By 

setting a threshold of desired distances between sensors, each sensor moves following the 

summation of the force vectors and achieves a uniform deployment eventually [19]. 
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We try to overcome the limitations of previous approaches. In these approaches, a large 

communication range, a dense network, the obstacle-free fields and the full knowledge of the 

field layout are assumed. Based on the literatures [12], we put forward the new VFA. Each 

node in the deployment field is subject to four virtual forces: 

1) Virtual force nF  among sensor nodes; 

2) Attractive force mF  caused by uncovered area;  

3) Repulsive force oF  between nodes and obstacles; 

4) Repulsive force bF  between nodes and boundaries. 

2.1 VFA for Virtual-Deployment 

Assume that there exists attractive and repulsive virtual force between any pair of 

adjacent nodes in the sensor networks. The virtual force on node is  due to js  is ijF  

( 1,2,...,j k j Nis S , and NiS  is a collection of iS 's neighbors).  
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In Eq. (1), ijd  denotes the Euclidean distance between nodes is  and js  ( js  is an 

adjacent node of is , so ij cd R , cR  refers to communication radius), and thd  is the 

threshold distance. A  and R  denote the attraction and repulsion coefficients 

respectively [16]. The total force on node is  due to its neighbors can be computed with Eq. 

(2). 
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2.2 Attractive Force from Uncovered Area 

To calculate the attractive force caused by an uncovered area, we divide the target area 

uniformly to form discrete virtual grids. Nodes are subject to an attractive force produced by 

those uncovered grids between the sensing radius sR  and the communication radius cR . We 

define M  as the total number of virtual grids in a region and mu  as the m -th grid. 

Consequently, mu  attracts sensor is  if it is uncovered. Assuming that each virtual grid carries 

a unit of charge, and the charge number of sensor nodes is equal to the square of the sensing 

radius sR , then, 
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In Eq. (3), iq  and mq  denote the electric charges carried by node is  and grid mu  

respectively. k  is Coulomb's Constant and we set 1k  . sR  refers to the sensing radius, and 
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cR  stands for communication radius, where imd  denotes the Euclidean distance between grid 

mu  and node is . Note that only the uncovered grids have attractive force on sensor nodes. At 

the same time, we clip the virtual force to the domain s im cR d R   for the purpose of 

distributed processing of local network. Finally, N  stands for the total number of sensor 

nodes and iS  represents the effective coverage of node i . 

2.3 Repulsive Force from Obstacles 

The sensor nodes may be blocked by obstacles, which must be avoided during the 

deployment. A feasible approach is to regard obstacles as high potential fields. Then, sensor 

nodes could be repelled and kept away from the obstacles. Assume that the number of charges on 

per unit length of obstacles is equal to that of sensor node. Thus, ioF  can be calculated with Eq. 

(4). 
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In Eq. (4), iq  and oq  denote the electric charges carried by node is  and point o  at the 

obstacles’ edge respectively. The number of electric charges at point o  is equal to sR . iod  is 

the Euclidean distance between node i  and point o . othd  stands for the obstacle threshold 

distance, and nodes are subject to the repulsive force if io othd d . Finally,   represents the 

proportionality coefficient for force adjustment. 

2.4 Repulsive Force from Boundaries 

During the process of deployment, we need to constrain the size of deployment region to 

prevent nodes from spreading out of the fields. Similar to the approach for obstacles mentioned 

above, the region boundaries should also be taken as high potential fields so as to keep the nodes 

within the area. Assume that the number of charge on per unit length of boundaries is equal to 

that of the sensor nodes. Thus:  
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In Eq. (5), iq  and oq  denote the electric charges carried by sensor node is  and point b 

at the boundaries respectively. And the number of electric charges at point b is equal to sR . ibd  

is the Euclidean distance between node i and point b. bthd  stands for the boundary threshold 

distance. Finally,   represents the proportionality coefficient for force adjustment. 

2.5 Coverage and Threshold Distance Optimization 

The concept of coverage was introduced by Gage et al. [20]. Coverage is fundamentally 
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related to the effectiveness of monitoring an environment with a given set of sensors. Generally, 

coverage is considered as a metric of QoS for a sensor network.  

According to the former VFA, we make a collection of discrete grids throughout the 

deployment area. Assume the total number of grids within deployment area is allM , and the 

total number of grids covered by the sensor nodes is cM . So coverage C  can be computed by 

Eq. (6). 

 /c allC M M   (6) 

By setting the values of thd , we can ensure that the nodes cover the deployment area in a 

certain density, or the deployment area coverage can be adjusted. However, if thd  is too small, 

the sensor node layout will be so tight that there is no guarantee to meet the coverage requirement. 

Contrarily, if thd  is too large, the sensor node will be sparse, and then it may cause coverage 

holes, as shown in Fig. 1(a). 
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(a) 3 sensors with coverage hole            (b) 3 sensors without coverage hole 

Fig. 1. Effect of thd  and bthd  on coverage 

 

Consider Fig. 1(b), three sensor nodes 1s , 2s  and 3s  overlap and intersect at point 

O . Although there is some overlapped area, Fig. 1(b) doesn’t have coverage hole as that in 

the Fig. 1(a). After calculation, the distance between them in Fig. 1(b) is 3 sR . Similarly, 

the distance between nodes and boundaries is 0.5 sR , so is the distance between nodes and 

obstacles. Thus, we set the threshold distance thd  to be 3 sR , the obstacle threshold 

distance othd  to be 0.5 sR , and the boundary threshold distance bthd  to be 0.5 sR . 

2.6 Virtual Force Analysis for Sensors 

Consider the scenario shown in Fig. 2, there are four sensors 1s , 2s , 3s  and 4s  

randomly deployed in a region, with obstacle O  and boundary B . Then we analyze the 

virtual forces applied on these sensor nodes. 



996                                        Wei et al.: Practical Node Deployment Scheme Based on Virtual Force for 

Wireless Sensor Networks in Complex Environment 

 

 

 

 

 

 

 

 

 

 

12F  

 
 

 

 

Obstacle

othd

1s

2s

3s

4s

1F

14 0F 

A
thd

13F

Boundary
bthd

 

Fig. 2. Virtual force demonstration of 4 sensors 

 

The total force of sensor node 1s  can be represented as 1 n m o bF F F F F    , where 

nF  denotes the force on 1s  due to other nodes. Assume that the threshold distance 

3th sd R ,  12 thd d , 13 thd d , and 14 thd d . Thus, 1s  is subject to the virtual 

attractive force due to 2s  and the virtual repulsive force due to 3s , and there is no force 

from 4s . mF  stands for the attractive force on 1s  due to the uncovered region represented 

by the shadow grids, which satisfies the condition 1s m cR d R  . oF  represents the 

repulsive force on 1s  due to obstacles, and it is zero because the distance is greater than 

0.5oth sd R . Finally, bF  represents the repulsive force on 1s  due to the boundaries. For 

the same reason, it is also zero. 

3. Satellite Image Classification and Preprocessing 

In this section, we introduce how to obtain the information from the satellite images. 

First of all, these images are used to extract information such as the land cover types and 

elevation. Then, by using the information, we make a deployment map, and finish our 

deployment work on it, as described in the next section. 

 

 

Fig. 3. Deployment area: Region A and Region B 
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The satellite images represent the real geographic features. Therefore, they can be used 

to obtain the information of the ground and learn such information as the geography, 

topography. This kind of information can also be applied for node deployment. The shape of 

deployment area is varied, and the terrain surface is complex and changeable. We chose 

Google satellite images as the source of regional information for our deployment work. 

Concretely, we need to preprocess the satellite images, calculate the deployment area, and 

extract the information, such as the land cover and elevation. Moreover, the obstacles and 

boundaries should be marked. 

3.1 Selecting Deployment Area 

We use latitude and longitude to mark the locations on satellite maps. We select two 

typical areas, as shown in Fig. 3(a) and Fig. 3(b) respectively. In region A, there is some area 

covered by water, which represents the regions with unreachable obstacles. Region B is a 

fluctuant terrain which includes a number of abrupt slopes. When sensor nodes try to move 

in such kind of terrain, they require more energy to overcome gravity. Therefore, these two 

regions are representative in our research. 

The detailed parameters of these two regions are listed in Table 1. 

 

Table 1. Parameters of the deployment area 

Parameters Region A Region B 

Latitude (-90°~90°) 32.066835° N 32.092052° N 

Longitude (-180°~180°) 118.939417° E 118.931519° E 

Altitude (m) 500.00m 500.00m 

Tilt (0~90°) 0 0 

Azimuth (0~360°) 0 0 

Image size (pixel) 720×576 pixel 720×576 pixel 

Actual area (m
2
) 539m×427m=230,153m

2
 505m×421m=212,605m

2
 

3.2 Information Extraction from Deployment Area 

We need to consider the land cover types of deployment area for the mobile node 

deployment. For example, the sensor nodes consume different energy in different terrains, 

and it is not suitable to deploy nodes in water. Therefore, in order to be closer to the real 

environment, we should classify the satellite images with features. Another important data is 

the height of the deployment area, which can be obtained through the satellite elevation maps. 

After getting these information, we can utilize them to make a deployment map for further 

deployment. 

Step 1: Extract the Land Cover 

In this section, the goal is to use a classification and segmentation algorithm to extract 

the land cover types, such as water, rocks, grass, mud. 
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Fig. 4. Resulting plots of segmentation and classification after using K-means Algorithm 

 

The algorithm we used is the K-means algorithm of ANN (Artificial Neural Network) 

[21]. It starts with some clusters of pixels in the feature space, each of them defined by its 

center. The first step is to allocate each pixel to the nearest cluster. In the second step, the 

new centers are computed with the new clusters. These two steps are repeated until 

convergence [22]. Fig. 4 shows the resulting plots of segmentation and classification on Fig. 

3 after using the K-means algorithm. 

Step 2: Obtain Elevation Map 

The aim of obtaining the elevation information is to compute the nodes’ energy 

consumption during the process of deployment. The elevation information is obtained 

from GE (Google Earth). This software provides us with an interface to download the 

information of latitude, longitude, altitude, tilt, etc. By specifying a target deployment 

area of screen coordinates ( , )x y , we can obtain the elevation information of corresponding 

points on the satellite map. X Y  represents the size of the satellite image. Pseudocode 1 

shows the process: 

Pseudocode 1. Input parameters: X, Y; Output: Z 

For i= 1 to X 

    For j =1 to Y 

        position = ge_app.GetPointOnTerrainFromScreenCoords(i, j); 

        Z(i,j) = position.Altitude; 

    Endfor; 

Endfor; 

Where, ( , )Z i j  denotes the elevation corresponding to the map coordinates ( , )i j  in 
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the picture. After obtaining all ( , , )X Y Z  coordinates, we can plot the 2D  and 3D  

figures for Region A and Region B, as shown in Fig. 5 and Fig. 6 respectively. 
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Fig. 5. 2D elevation maps (a) and 3D elevation maps (b) of Region A 
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Fig. 6. 2D contour maps (a) and 3D elevation maps (b) of Region B 

 

These 2D and 3D elevation maps can help us learn the difference in the terrains of the 

deployment area, which is useful when we plan to deploy nodes in those areas. In accordance 

with Fig. 5, the east terrain is high, while west terrain is low. The apex is approximately 40 

meters high, and the lowest point is about 20 meters high. Thus, the drop height is about 20 

meters. Fig. 6 shows that the highest elevation is about 70 meters, and the lowest is 25 

meters, so the drop height is about 45 meters. 

3.3 Making Deployment Map 

In this section, we will make a deployment map that not only contains the land cover 

information but also the elevation information, and at the same time, the unreachable regions 

are marked. After putting the land cover map and elevation map together, we could achieve 

the deployment map, as shown in Fig. 7. 
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Fig. 7. Making a deployment map of Region A 

 

Fig. 7 shows that the deployment map which contains both the land cover and elevation 

information, which also marks the unreachable areas (such as water). This deployment map 

will be used for the deployment in next section. 

4. Deployment and Results 

In this section, we will finish the deployment on the deployment map as shown in Fig. 7. 

The main contents of this section can be divided into 5 parts. 1) We need to estimate the total 

number of needed nodes before deployment according to the size of deployment area and the 

node sensing radius. 2) We introduce the node deployment steps for the VFA. 3) The sensors 

are deployed with a random deployment strategy and a manual deployment strategy, and the 

deployment results are compared. 4) The trajectory and the energy consumption of the node 

deployment are analyzed. 5) Finally, the deployment result is shown on a Google satellite 

map. 

4.1 Calculate the Total Number of Needed Nodes 

Coverage is critical for WSNs to monitor a region of interest and to provide a good QoS. 

In many practical scenarios, full coverage is required, which means that every point inside 

the region (excluding the obstacles) should be covered by at least one sensor. In this paper, 

one of our aims is to use the sensors to achieve maximal coverage for Region A and Region 

B. 

Literatures [24] and [25] independently drew an important conclusion: if a convex area 

is completely covered by a set of nodes, these nodes must be connected when the condition 

2c sR R  is satisfied, and the coverage and connectivity must be guaranteed. Therefore, 

they assumed that 2c sR R . In this paper, we also make the same assumption. 

R. Kershner [26] proved the Disc Covering theorem: Let M  denote a bounded plane 

point set and let ( )N   be the minimum number of circles of radius   which can cover 

M . Then, 

 
2

0
lim ( ) (2 3 / 9)N meas M


  


   (7) 
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Where, M  denotes the closure of M . Because the left side of Eq. (7) is simply the 

total area of the circles covering M , the constant ( 2 3 / 9 1.209  ) can be regarded as 

measuring the proportion of unavoidable overlapping. In this paper, the sensing radius sR  

is equal to radius   in Eq. (7). 

Under the ideal propagation conditions, a radio wave propagates in free space and won't 

produce a reflection or scattering, so the energy cannot be absorbed by the obstacles. 

However, in the real environment, the communication radius cR  will change in accordance 

with different terrain surface. Assume that the sensing radius is proportional to the 

communication radius, thus the sensing radius sR  varies with different terrains. The actual 

distance of communication relates to the transmission power, receiver sensitivity, the 

working frequency and the environment, which can be expressed by Eq. (8). 

 ( ) 20lg ( ) 20lg ( ) 92.44FL dB d km f GHz EL        (8) 

Where, FL  refers to the free space loss, d  refers to the distance between two points, 

f  is the working frequency, and EL  is the attenuation caused by the environment. 

Assume that there are K  land cover types in the deployment area, and according to Eq. (7), 

the number of nodes can be calculated by Eq. (9). 

 
2

1

(2 3 / 9) ( )

( )

K

si

A i
N

R i





   (9) 

In Eq. (9), N  is the total number of required nodes. ( )A i  represents the area of each 

land cover types, and ( )sR i  denotes the sensing radius. We list the parameters in Table 2. 

 

Table 2. Deployment Parameters 

Parameters Value Topography Region A (%) Region B (%) EL 

Pt (Transmit power) 0dBm Forest 22.3% 11.2% 6.2dB 

Pr (Received power) -85dBm Grass 10.6% 17.4% 4.5dB 

f ( frequency) 2.4GHz Jungle 31.5% 34.9% 5.1dB 

  Rock 5.9% 23.2% 2.2dB 

  Barren 26.9% 13.2% 3.5dB 

  Water 2.7% 0% 2.0dB 

 

Now we provide an example of calculating the number of required nodes due to forest 

in Region A. Put parameters in Table 2 into Eq. (8), and we obtain: 

 85 20lg ( ) 20lg2.4 92.44 6.2dB d km dB     (10) 

We can obtain 86.7cd R m   with Eq. (10), so 43.3sR m  since 2c sR R . 

According to Table 1 and Table 2, we know that the forest accounts for more than 22.3%, 

and A=230,153 2m . Then, we could compute N (forest)=10.5  11 with Eq. (8). Similarly, 

we could get the number of other corresponding nodes, which are listed in Table 3.  
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Table 3. Sensor number and cR , sR  

Topography Nodes number of A Nodes number of B ( )cR m  ( )sR m  

Forest 11 5 86.7 43.3 

Grass 4 6 105.4 52.7 

Jungle 12 12 98.4 49.2 

Rock 2 4 137.3 68.7 

Barren 7 3 118.3 59.1 

Total Nodes 36 30   

4.2 Simulation Steps of Deployment 

After getting the total number of required nodes for deployment, we can start the 

deployment work. For convenience, Region A is divided into allM =539×427 grids, and the 

division of Region B  is allM =505×421, so that each small grid represents 1 2m . In 

accordance with the proposed improved VFA, we conduct simulation with Matlab. 

Algorithm 1 shows the steps of the virtual force algorithm. 

Algorithm 1. Virtual Force Algorithm suitable for virtual deployment 

1. Initialize network, node location, threshold distance; set iteration number K ; 

2. Calculate the coverage C , if not meet the goal, go Step 3, otherwise Step 10; 

3. According to Eq. 3, calculate virtual force due to uncovered girds; 

4. According to Eq. 1, calculate virtual force due to other nodes; 

5. According to Eq. 4, calculate virtual force due to obstacles; 

6. According to Eq. 5, calculate virtual force due to boundaries; 

7. According to the results of Step 3,4,5,6, calculate total force; 

8. Update nodes locations 

9. Adjust sensing radius sR  according to nodes location;  

if iteration is over, go Step 10, otherwise Step 2. 

10. Simulation finishes. Output results. 

We select Region A and Region B as our target areas, while the dots represent the sensor 

nodes, and the circles denote the sensing radius. K  is set to be 500. The simulation 

parameters are shown in Table 4. 

Table 4. Simulation parameters 

Size of deployment area Region A: 539m×427m; Region B: 505m×421m 

Total nodes number (N) Region A: 36; Region B: 30 

Communication radius (Rc) Vary with topography 

Sensing radius (Rs) Vary with topography 

Grid size 1m×1m 

Number of iterations (K) 500 

Node mass (m) 1kg 
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thd  3 sR  

othd  0.5 sR  

bthd  0.5 sR  

A , B  2.0, 1.0 

 ,   1.0, 1.0 

Friction coefficient (  ) 0.1(rock); 0.25(barren); 1.0(grass); 2.5(jungle); 

5.0(forest); 1.5(water) 

4.3 Manual Deployment and Random Deployment 

The scheme of deploying the sensor networks vary in practical application. It can be 

predetermined when the environment is sufficiently known and under control. The sensors 

can be strategically deployed manually. In this case, all the sensors will be deployed into an 

initial position, and then these nodes move to their destinations respectively. And the 

deployment can also be a priori undetermined when the environment is unknown or hostile. 

In this case, the sensor deployment cannot be pre-planned and must be performed manually. 

The sensors may be airdropped from an aircraft or deployed through other means. Such 

strategy can be considered as random deployment [27]. 

In this section, we perform the deployment of Region A and Region B with both the 

manual and random strategies respectively.  
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Fig. 8. Initial configuration (a) and final configuration (b)  

of Region A with Random Deployment strategy 

 

Fig. 8(a) shows the initial configuration of nodes. All the nodes are randomly deployed 

in the field. After 500 iterations, all nodes reach the final configuration, as shown in Fig. 

8(b). In accordance with Fig. 8(b), we observe that the node sensing radius sR  is different 

in different land cover types. The blue areas in the figure refer to water, marked as obstacles, 

which are not suitable for deploying nodes. Therefore, the nodes try to avoid these obstacles 

during the deployment process, and the distance between nodes and obstacles is determined 

by the threshold distance othd . Thus, the nodes well cover Region A. 
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Fig. 9. Initial configuration (a) and final configuration (b)  

of Region B with Random Deployment Strategy 

 

In accordance with Fig. 9, Region B does not have water in its terrain, and therefore, it 

has no obstacles compared to Region A. Fig. 9(a) is the initial state of the network, and Fig. 

9(b) shows the final state after 500 iterations. From Fig. 9(b), we observe that, because there 

is no obstacle, the nodes have more uniform distribution than those in Region A. By 

comparing Fig. 8 with Fig. 9, we note that, although the two regions are of comparable sizes 

(Region A: 230,153 2m , Region B: 212,605 2m ), Region A deploys 36 nodes while Region B 

only deploys 30 nodes. Region B has a larger scope of rocky terrain, and the nodes in the 

rocky area that sense a radius sR  are larger than those in other areas, so fewer nodes are 

needed.  
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Fig. 10. Coverage of Region A (a) and coverage of Region B (b)  

with Random Deployment Strategy 

 

Fig. 10 shows the coverage curves of Region A and Region B. The coverage rate 

increases as the iteration numbers increases. Fig. 10(a) is the coverage rate curve of Region 
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A. Because the nodes do not need to cover the water areas, the maximum coverage is close 

to 97% (see Table 2, the water area accounting for 2.7%). Fig. 10(b) is the coverage rate 

curve of Region B, and coverage is close to 98% with the increasing iteration number. 

Compared to the traditional VFA and some classical deploy methods [28], the proposed VFA 

could provide higher coverage rate in both Regions. The method based on Voronoi Diagram 

could achieve high coverage rate when the iteration number is less. When the iteration 

number becomes much, the proposed method outperforms the method based on Voronoi 

Diagram. 

Next, we deploy sensors in Region A and Region B with the manual deployment 

strategy. The initial locations of nodes can be arbitrarily chosen. In our experiments, we 

selected the lower left corner in the region as the initial position of nodes. With the progress 

of deployment, the nodes start spreading to other places from the lower left corner, which 

will cover the whole field at the end. 
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Fig. 11. Initial configuration (a) and final configuration (b)  

of Region A with Manual Deployment Strategy 

 

From Fig. 11(a), we can see that the nodes are densely distributed in the lower left 

corner of Region A. At the end of the deployment process, the nodes reach the state as shown 

in Fig. 11(b). Compared to Fig. 8(b), the nodes’ moving tracks are much longer because they 

need to move farther from the initial position to spread to other areas. Also we can see that 

during the process of deployment, the nodes can successfully avoid obstacles (water). 
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Fig. 12. Initial configuration (a) and final configuration (b)  

of Region B with Manual Deployment Strategy 

 

In Region B, the initial position of nodes is also located at the left bottom corner, as 

shown in Fig. 12(a). With the deployment process, the nodes gradually diffuse to the other 

parts of the region and reach the final state, as shown in Fig. 12(b). Because there are no 

obstacles in Region B, compared to Fig. 11(b), the mobile trajectories of nodes are straighter. 

In addition, the nodes do not need to avoid the obstacles and change their directions. 
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Fig. 13. Coverage of Region A (a) and coverage of Region B (b)  

with Manual Deployment Strategy 

 

Fig. 13(a) and Fig. 13(b) show the coverage curves of Region A and Region B 

respectively with the manual deployment mode. Compared to the random deployment mode 

shown in Fig. 10, it requires more time to reach the maximum coverage state, because the 

nodes need to move farther to get to their target place. 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 9, NO. 3, March 2015                1007 

Through analysis and comparison of the two deployment modes, we can draw the 

following conclusion: the manual deployment mode requires longer time to reach the 

maximum coverage than the random deployment mode, i.e., the nodes need to move a longer 

distance to reach their final position under the manual deployment mode. In addition, if the 

initial location of nodes can be more evenly distributed in the deployment area, the 

deployment time can be reduced. 

4.4 Trajectory and Energy Consumption Analysis 

In this paper, we only focus on the energy consumption of sensor nodes during the 

deploy process. The proposed scheme and some other similar schemes are centralized 

schemes. After a powerful computer calculates the destination for each sensor node, these 

nodes will move to its position. Therefore, the energy required to move will be studied in this 

subsection. 

Through deployment on the satellite map, we can estimate the energy consumption of 

nodes according to the actual terrain and height during the deployment process. The analysis 

of energy consumption can provide a valuable reference for practical deployment. 

During the process of deployment, the energy consumed by nodes comes from two 

aspects: firstly, the nodes must consume energy to overcome the ground friction; secondly, 

the nodes must overcome gravity. The deployment area’s land cover is different, so the 

friction coefficient will be different. The friction coefficient used during the virtual 

deployment process is listed in Table 4 and the consumption of friction can be expressed by 

Eq. (11). 

 E mgL     (11) 

Where,   is the friction coefficient, m  is the node mass, and g  is the acceleration 

of gravity. L  denotes the length of the nodes’ moving trajectory. The friction coefficient   

varies with different land cover types. The energy required to overcome gravity is as follows. 

 

, 0

0, 0
g

mg H for H
E

for H

  
 

 
 (12) 

In Eq. (12), H  stands for height difference between the starting position to the 

end position. When a node moves from high position to low position, H  is negative. 

From a practical perspective, gE  should be set to be zero when H  is negative. If the 

path from the starting position to the end position includes multiple uphill parts, gE  is the 

sum of height differences of each uphill part. 

We assume that the i -th node’s total energy consumption is i
tE , then i i i

t gE E E  , 

where, iE  and i
gE  refer to the energy required by the node i  to overcome the friction 

and gravity respectively. In the random deployment mode, because the initial position of 

each node i  is random, so every distance it moved is not necessarily equal, and iE  is not 
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necessarily equal either. Assuming that the initial energy of each node is equal, the minimum 

value is minE , and we must satisfy Eq. (13) to ensure successful deployment. 

  min max | 1,2,...,i
tE E i N    (13) 

In Eq. (13), N  is the total number of nodes within the target region. minE  cannot 

represent the real situation through one virtual deployment, so we should calculate the 

average  minE  through multiple virtual deployments. And the more times we do, the closer 

minE  is to the real case. For example, as in Region A, Fig. 14 shows the results after 

carrying out 500 times of random virtual deployment. 
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Fig. 14. Energy consumption of Region A with random deployment 

 

Fig. (14) shows the energy consumption of nodes in Region A by using the random 

deployment mode, where Fig. 14(a) and Fig. 14 (b) represent the energy required to 

overcome the gravity and friction respectively. Fig .14(c) shows the total energy 

consumption during the random deployment. Fig. 14(d), Fig. 14(e) and Fig. 14(f) represent 

the nodes’ average energy consumption histogram after iterating for 500 times. In accordance 

with Fig. 14(a), the energy required to overcome gravity is positive when a node moves 

from a low altitude to a high altitude. Moreover, the energy required to overcome 

gravity is zero when a node moves from a high altitude to a low altitude. 

The selection of  minE  should refer to the tE  mean in Fig. 14 (f). It is meaningful to 

determine the value of minE  before real deployment, which can provide valuable reference 

to determine how much energy the nodes should carry initially.  

Unlike the random deployment mode, the initial position of nodes is known and fixed in 

the manual deployment mode. The initial position invariant means that the result of each 

deployment is the same, i.e., the final location of the nodes is changeless. Then the path of 

each node traversed during the deployment process is also the same, which leads to constant 

power consumption. We choose Region B as the target area, and the trajectory and power 
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consumption of the node in the manual deployment mode are shown in Fig. 15. 
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Fig. 15. Energy consumption of Region B with manual deployment 

 

Fig. 15(a) shows the nodes’ moving trajectory and moving distance; Fig. 15(b) shows 

the energy required for each node to overcome the gravity; Fig. 15(c) shows the energy 

consumption for each node to overcome the friction; Fig. 15(d) shows the straight-line 

distance between the nodes’ initial position and final position. It is easy to observe that the 

straight-line distance is shorter than the actual moving trajectory.  

When the nodes are pre-deployed, its initial position and final position are prior known 

and fixed, so we can use the path optimization algorithm to optimize the node’s moving 

trajectory. This can realize the purpose of saving energy consumption. We use Lumelsky and 

Stepanov's path planning algorithm [32] called BUG2 to help a sensor move from a starting 

point to a destination point in a region with obstacles. And then the friction energy 

consumption E  can be optimized. By comparing the energy consumption before 

optimization in Fig. 15(c) with the energy consumption after optimization in Fig. 15(f), we 

observe that E  has significantly decreased after optimization. Finally, the selection of 

minE  should refer to the maximal value of gE E . After calculating the energy required 

for each node, the minimum initial energy minE  could be determined. This result guarantees 

that the deployment method could finish with a high probability. 

4.5 Deployment Effect on Satellite Image 

The final effect of deploying nodes on satellite images is showed in Fig. 16 and Fig. 17.  
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Fig. 16. Virtual deployment effect of Region A by using Random Deployment Mode 
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Fig. 17. Virtual deployment effect of Region B by using Manual Deployment Mode 

 

Fig. 16 shows the initial state, middle state and final state of Region A, and the 

employed strategy is the random deployment mode. Fig. 17 shows the initial state, middle 

state, and final state of Region B, and the employed strategy the manual deployment mode. 

6. Conclusion and Future Work 

In this paper, we provide an improved VFA for node deployment in the complex 

environment. Moreover, we use the Google satellite maps to extract practical information 

such as the land cover and elevation. Then, based on these practical information, we evaluate 

the proposed algorithm. In accordance with the experimental results, the proposed algorithm 

could provide 15% higher coverage compared to the traditional VFA.  

Compared to the real environment, the information obtained through satellite maps still 

has a few shortages. For example, the newest satellite map can only provide dated 

photographic images instead of real-time images. But the proposed method could provide a 

relatively real deployment environment, which is advanced than the software simulation. The 

future research includes constructing a more accurate wireless signal transmission model. In 

the new model, the influence of weather should be considered. 
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