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I. INTRODUCTION  

Nowadays, cloud computing has become the most 
popular computing method in the big data environment. 
Meanwhile, multimedia applications, e.g., video 
communications, online game, etc., have dominated the 
service content of the cloud [1-2]. Usually, multimedia 
applications cost substantial computational resource, while 
the computational resource of the cloud is limited as well. 
Thus, a natural question arises: how efficiently schedule 
these multimedia applications in the cloud to maximize 
the resource utilization? That is, how to assign appropriate 
resource to the appropriate multimedia applications? This 
is a very important issue for the applications of media 
cloud. 
  Recently, a number of scheduling algorithms have been 
proposed in the framework of media cloud [1-6]. However, 
none of them has successfully addressed the above 
question (the detailed introduction please see Section II). 
Existing methods usually assume that the parameters of 
the cloud are known to the scheduler or the contents of the 
multimedia applications which do not impact the 
scheduling performance [7]. Although the above 
assumptions can simplify problematic formulation and the 
corresponding solution, it is impractical due to the 

following reasons: 1) the cloud parameters are usually 
blind to the users. Even if the user can obtain the 
parameters in some way, the parameters are usually 
dynamic. That is, they will change over the time, which 
completes the parameter obtaining procedure. 2) As 
studied in the traditional wireless multimedia 
communications, multimedia contents have played a very 
important role, and they significantly impact on the 
scheduling performances. Unfortunately, current studies 
ignore the contents of the multimedia, therefore, the 
scheduling is not optimal in general [8-9]. 
  Essentially, the above two issues raise several 
fundamental problems: 1) how to realize the multimedia 
scheduling without the knowledge of the cloud parameters 
and the other users’ information? 2) How to provide a 
general model to include the impact of the multimedia 
contents. 3) How to guarantee the scheduling scheme can 
be applied in different cases (heavy traffic and light traffic) 
with an online implementation. In fact, the above three 
points establish the main technical challenge for the 
multimedia scheduling in the cloud, and existing works 
cannot resolve these questions well [9].  
 In this work, we propose a novel distributed cloud-based 
multimedia scheduling which jointly resolves the above 
challenges. As far as I know, this work is the first one to 
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provide a systematic solution across different platforms. In 
summary, the contributions of this paper are as follows. 
 Develop a general cloud-based multimedia 

scheduling model which is able to apply to different 
multimedia applications and service platforms. 

 Design a distributed scheduling algorithm in which 
each user makes a decision based on its local 
information without knowing the others’ information; 

 The computational complexity of the proposed 
scheduling algorithm is low and it is asymptotically 
optimal in any case. 

The remainder of this paper is organized as follows. 
Section II overviews the related work on the cloud media. 
Then, the service model is described and the mathematical 
problems are formulated Section III. In Section IV, we 
design a distributed multimedia scheduling scheme and 
analyze its characteristics. Subsequently, substantial 
simulations are conducted in Section V to validate the 
proposed scheme. At last, Section VI concludes the paper 
with a summary. 

  

II. RELATED WORKS 
 
 The multimedia scheduling in the cloud is a very 
popular topic in recent years [1-6], and existing 
methods can be roughly divided into two categories. 
The first one is the scheduling scheme with known 
cloud parameters [7], for example, average service time, 
waiting time, user QoE model, etc. Typically, these 
methods are based on approximations of user demand, 
service time, and waiting time. In addition, there are a 
lot of works [6], [7] using the approximation of 
multimedia servers to achieve the near-optimal solution. 
In particular, [8], [9] make advantage of approximating 
the user service demand to investigate a few 
multimedia applications scheduling under strict service 
time constraint; [1], [3], [10] deal with several 
multimedia applications with different QoS 
requirements by jointly averaging the user demand and 
service time. In addition, a number of approximation 
methods also consider the scheduling problem with 
multiple performance metrics (e.g., [11] and the 
references therein). These works are important to 
understand the role of the system parameters, and they 
provide a series of solutions to simplify the multimedia 
scheduling problem in the media cloud.  
  The second category mainly deals with the case of 
the heavy traffic, since it provides a simple problem 
formulation environment to describe [12]. However, in 
reality, there are other cases, such as light traffic. For a 
practical cloud, in the rush time the traffic is usually 

heavy traffic, while in the night, the traffic is always 
light. Since the multimedia servers are operated all the 
time, it is necessary to study both the heavy and light 
traffics. In terms of the light traffic, the impact of user 
request uncertainty is first investigated by [13], which 
provides the relationship between the waiting time and 
user demand. However, it does not provide a systematic 
scheduling algorithm to optimize the performance. 
Subsequently, a number of literature concentrate on the 
performance analysis in the framework of random 
demand rates and service times, does not consider how 
to achieve the optimal solution [6]. Most recently, [4] 
designs an efficient scheduling approach with unknown 
service rate of the server. However, this work assumes 
that the user demand satisfies some specific model 
which is a known parameter for the scheduler. Lai [3] 
proposes a general estimation model to estimate the 
user demand and service time based on the large-scale 
historic data. However, sometimes historic data is very 
difficult to obtain, and it usually costs a lot of learning 
and processing time, which is very hard to apply to 
real-time scenario. The above all studies deal with the 
heavy traffic case only, and ignore the case of light 
traffic. In fact, the multimedia scheduling in the terms 
of light traffic is also complex in reality [13].  

In contrast, our work has several different aspects. 1) 
We propose a totally blind distributed multimedia 
scheduling schemes in the cloud, in which the 
corresponding parameters are unknown to the scheduler. 
In particular, we use a new formulation to describe the 
distributed scheduling scenario; 2) The proposed 
scheduling scheme is able to apply to both heavy traffic 
and light traffic cases, and work well in both cases; 3) 
The proposed solution possesses the property of 
asymptotic optimality for various unknown system 
parameters; 4) The computational complexity of the 
proposed scheme is so simple that it can be 
implemented in an online manner.  

 

III. SYSTEM MODEL 
 
In this work, we consider a classical media cloud, in 

which there are U user classes and S server classes. 
The user and server in the same class has the same 
parameters. The media demand rate for user u (u ൑ U) 
is denoted by	 ௨ܲ, and the total demand rate is ∑ ௨ܲ

௎
௨ୀଵ .  

In terms of the service time, it is usually independent 
with each class of the server s (s ൑ S). The service 
process can be viewed as a traditional queue procedure 
with Poisson rate, so the service time is exponential, 
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and the average service time of a user served by a class 
s is 1/μ௦. Assume that there are N௦ servers in server 

class ݏ, and the total number of the server is ∑ ௦ܰ
ௌ
௦ୀଵ . 

Moreover, let ξ be a specific scheduling, and	W௨ሺξሻ 
be the waiting time of the user class ݑ. 

In this work, we jointly consider both waiting time 
and service time to maximize the cloud performance. 
To this end, the designed scheduling scheme should be 
very delay-sensitive, and robust enough to deal with 
different traffic cases. Motivated by [4], we introduce 
Y௦ to represent the minimum free time of server class ݏ, 
and f௦ ൌ ௦ܻ/∑ ௦ܻ

ௌ
௦ୀଵ to show the average free time 

factor. In this work, we employ a new average free time 
factor compared to [5], that because of the following 
reasons. 1) Y௦  is always difficult to obtain in a 
practical media cloud, in particular in the dynamic 
environment. 2) The average value of Y௦ for all the 
users cannot truly describe the state of the server. To 
resolve this problem, we introduce the service window 
T to denote the service period of the server on average. 
In fact, the value of T plays the important role in 
determining the optimal scheduling, since it depends on 
the service fashion. Previous works always assume that 
the value of T is a known parameter, however, in this 
work, we treat it is unknown to the scheduler which is 
much more practical. 

The unknown parameter T introduces some difficult 
problem, in particular, the traditional convex 
optimization formulation is not available. To resolve 
this difficulty, motivated by [4], we use the probability 
formulation in which all the variables and constraints 
are formulated by the probability. Actually, this 
expression is practical in the media cloud, since all the 
service quality cannot be provided by an accurate 
expression (e.g., dynamic system, etc.), but can be 
formulated with the probability expression. In this case, 
the core problem is that how to include all the cases in 
the probability.  

To jointly consider the heavy and light traffics, we 
provide a probability-based optimization problem. The 
scheduler first subjectively selects the service window 
T, then choose the most suitable user to the server 
satisfying 

 

        ݉݅݊	 ∑ ∑ ௨ܲ ௨ܹሺξ; Tሻ/μ௦
ௌ
௦ୀଵ

௎
௨ୀଵ        (1) 

s.t. ௦ܰ/ ∑ ௦ܰ
ௌ
௦ୀଵ ൑ ௦݂, 

 
where ௨ܲ ௨ܹሺξ; Tሻ denotes the total waiting time in the 
service period T. Unfortunately, the goal function (1) is 

not a classical convex or concave function, we should 
propose an approximation method to establish a new 
function. It is well known that the probability-based 
function can flexibly adapt to the estimation error that 
the scheduler can tolerate.  

Essentially, the core part of resolving the problem (1) 
is to control the estimation error of the user demand and 
service time given a service time in the tolerable extent. 
If so, we can obtain the desired asymptotical optimality 
at all the cases. As discussed previously, the above goal 
can be satisfied when the traffic is large (heavy traffic). 
However, how to deal with the light traffic, that is, the 
arrival rate of the multimedia demand is not enough or 
the server has some idle time to deal with the 
multimedia demand, is still an open problem. By the 
definition, the solution of the heavy traffic is totally 
different from the light traffic due to the following 
reasons. 1) In the heavy traffic, there is a strong 
relationship between the service time and waiting time, 
while this relationship is not clear at the light traffic; 2) 
the estimation error of the system parameter is much 
easier in the case of the heavy traffic, that is because 
server idle time is ignorable in this case; 3) User 
demand in the heavy traffic can be estimated in a 
relatively simple method. That is because the total 
amount of the user demand in this case is much larger 
than the light traffic case. 

Additionally, we also seek the asymptotical 
optimality solution for all the cases. If the service time 
is set appropriately, or the estimation error falls within 
some extent, we can achieve the asymptotical 
optimality in theory. So, the core problem is how to set 
the error extend, and how to guarantee this error. Here 
we propose a new strategy for dealing with the error 
problem. Specifically, if one server is idle, it only deals 
with the demand from his neighbor, and follows the 
first-in-first-out rule. In this case, the most advantage of 
this strategy is to avoid the error propagation event 
which dominates the main error estimation. It should be 
noted that in a short time period, the asymptotically 
optimal allocation cannot be provided since the service 
window is too short. Here we formally define that the 
asymptotical optimization means the gap between the 
approximation and original problem tends to zero when 
the service time goes to infinity. Basically, this idea 
comes from the following two observations: 1) the 
estimation error can be reduced once a simple function 
with a few variables is employed, and 2) the proposed 
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approximated function can well fit the user demand rate 
and service time in both heavy and light traffics.  

 

IV. DISTRIBUTED SCHEDULING 
 

1. Multimedia Scheduling Framework 

Similar to the traditional cloud computing 
architecture, the multimedia scheduling framework can 
be viewed a distributed queue processing system. We 
can divide this framework into four layers based on the 
functions:  
 Information Collection (IC) Layer. This layer 

provides the information collection software, in 
which all the information of the served multimedia 
applications and users are collected for future 
processing. In fact, this layer acts as the basis for the 
future estimation for the system parameter, since all 
profiles of the user and multimedia applications are 
crucial for system parameters. Basically, this 
information collected by the local information is 
handled by the user itself, so it is possible for 
distributed implementation in the future. 

 Information Relationship (IR) Layer. IR locates at 
the top of the IC layer, and its main function is to 
map the collected information to the system 
parameters. From the perspective of the function, IR 
acts as the bridge between the physical layer and the 
application layer. Specifically, IR includes the 
information processing, information retrieve, and 
information mapping. Although this layer can be 
omitted if the cloud in the light traffic, however, it is 
very useful at the heavy traffic since it can reduce the 
computational complexity significantly [14]. 

 Virtual Computing (VC) Layer. VC works based on 
IC and IR layers. VC provides a unified computing 
platform for all the scheduling, including estimating 
the system parameters, and revising the estimation 
method accordingly. In fact, the computing methods 
are quite common in some specific platforms, 
however, we provide a general one which is suitable 
for both video, audio, and data services. 

 Data Control (DC) Layer. DC plays the core role in 
the distributed scheduling, since it deals with the data 
from the service request, service surveillance, and 
service process. Usually, DC also deals with the 
charge problem, and excludes the users with bad 
reputation and experience. Importantly, the 
scheduling algorithm should be embedded in this 
layer with the information of other layers. 

However, the above four layers just serve as the basic 
framework for the multimedia scheduling framework. To 

make it possible, it is necessary to include more functions. 
Compared to traditional cloud platform, multimedia cloud 
has the follow specific features for the different functions: 
 Dynamic adaptation. Usually, a large number of 

multimedia services are available in the cloud. 
Dynamic adaptation is an efficient manner for 
multimedia service and different users to satisfy their 
service demand in a dynamic media cloud 
environment. 

 Flexible service. Since multimedia services in the 
cloud are so huge that the servers are able to deal 
with different kinds of service. In other word, it is 
necessary to provide a flexible service to realize the 
dynamic adaptation. In addition, the different 
multimedia application should easily handle 
unexpected service request without the change of the 
system framework.  

Overall, the multimedia scheduling framework is shown 
in Figure 1.  

 
Fig. 1. Multimedia scheduling framework in the cloud. 
 
2. Distributed Multimedia Scheme 

Based on the designed multimedia scheduling 
framework, we can propose a distributed multimedia 
scheduling scheme across all the cloud computing 
platform.  In this part, we mainly deal with four 
important issues: 
1. How to accurately collect the information of mu-

ltimedia applications and cloud? 
2. How to assign the appropriate resource to the 

multiple multimedia applications? 
3. How to ensure that the proposed scheme achieves the 

asymptotical optimality?  
4. How to guarantee the proposed scheduling scheme is 

suitable for online implementation? 
To accomplish these goals, we should allocate the 

available multimedia servers according to the average 
users' requests, and map the heterogeneous multimedia 
traffics based on some specific rule. We propose a 
distributed multimedia scheduling algorithm (DMSA) 
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outlined in Fig. 2. Intuitively, the proposed DMSA can 
adapt to the different multimedia traffics. In particular, 
DMSA does not need the knowledge of the system 
parameters and the information of the other users. It only 
needs to calculate the optimal server and mapping rule at 
each time slot, as a result, the computational complexity is 
low. Thus, it is possible for online implementation.  

In fact, the core part lies in how to approximate the 
service time and the waiting time, which significantly 
impact the system performance. In DMSA, we employ a 
linear dynamic method which is firstly designed by [3]. 
However, this method cannot be applied directly due to 
the following reasons: 
1. The whole approximation process is based on the 

exact system parameter, and cannot deal with the 
approximation error. 

2. The computational complexity is so huge that it 
cannot be implemented in an online manner. 

3. The approximation error is not controlled, and the 
error propagation can be occurred when the traffic is 
not large (light traffic). 

 

 
Fig. 2. The architecture of DMSA. 
 
In fact, the basic idea of the DMSA is similar to the 

traditional content of recommendation problem. Li and etc. 
[14] designs a content recommendation system for media 
cloud, which contains two fundamental components: 1) 
adaptive multimedia receiver, which is operated by the 
end user to receive the specific multimedia service. 2) 
Multimedia sharing scheme works if the service resources 
do not exist in the cloud. It should be noted that the 
connection fashion of the multimedia servers can be 
viewed as an independent service manner [15].  
In our proposed DMSA, the core approximation 

algorithm also consists of several steps: starting, 
transmitting, ordering, and recommendation. In particular, 
at the beginning, one of the multimedia server is randomly 
selected as the initial value which is processed in the 
member of the server. Then, we need to record the 

multimedia server, which also consists of two parts: 
analysis and store. In terms of analysis, relationship 
analysis for each multimedia server is implemented. 
Specifically, the relationship degree between the every 
server is calculated. The service with the highest 
relationship gets the highest score, and the service with the 
lowest relationship gets the lowest score accordingly. 
After that, the scores are reported to the neighbor servers 
for store. Typically, the scores are ordered in each server, 
which is implemented by the server itself and does not 
impact the others. This implementation also contains two 
parts: the first one is to study the highest order in existing 
multimedia service and the second one is to map server 
with the highest score to the most appropriate multimedia 
service. At last, a recommendation of the multimedia 
service and the server is reported to the scheduler, which 
is implemented in each server. In this sense, the proposed 
DMSA is a totally distributed scheme.  
  The applications of the DMSA follow the basic first-
come-first-service rule. In most cases, it is necessary to 
include different services into the scheduling scheme. The 
whole scheduling application is shown in Figure 3. 

 
Fig. 3. Scheduling application in DMSA. 
 
3. Performance Analysis 

Usually, the end users pay more attention to the user 
experience which provides a more subjective evaluation in 
terms of satisfaction, reliability, delay, and jitter, etc. The 
multimedia applications in the proposed cloud-based 
multimedia scheduling require a certain user experience 
model to provide high flexibility and reliability, especially 
for some real-time multimedia applications 
[16].Specifically, 1) the scheduling algorithm ensures that 
the multimedia transmission requires a higher stability; 2) 
The allocated resource for each application can be utilized 
with high-probability reliability; 3) Some specific 
applications, e.g., file downloading, require low frequency 
data reporting and a relatively stable resource allocation 
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while the user demand may need a much higher frequency 
of information mapping with more accurate information. 
In addition, in terms of some delay-sensitive applications, 
there are some variables to deal with the underlying 
protocols for error propagation. Due to the delay-sensitive 
feature of the multimedia applications, different cloud 
computing technologies usually provide diverse 
implementation methods which greatly impact the 
scheduling performance [17]. 

The core part of the proposed DMSA is the advanced 
information mapping technology which is designed to 
measure and analyze multimedia service and computing to 
pave the way for adaptive multimedia scheduling scheme. 
Given that multimedia traffic is a classical dynamic data, 
transmitting from the end user to the multimedia server, 
distributed scheduling is one of the main network 
congestion problems in which all the data may queue at 
the beginning of each multimedia encoding part.  

For a specific multimedia application, demand 
estimation is a necessary step in response to the variations 
of heterogeneous multimedia traffics. The function of 
estimation error is to analyze the sources of the errors to 
reduce their impact corresponding to the system traffic. 
The scheduler can adjust the service time of the allocated 
server by reallocating the multimedia traffic. The 
multimedia applications are routed to the server with the 
larger handle capacity. In general, the error propagation 
can be removed if we introduce the revision step, in which 
all the estimations are recorded in the server, and the 
average one is used. It is important to note that the average 
value is calculated by the server when it receives the 
multimedia applications from the other servers. In 
practical, the error estimation algorithm cannot realize the 
above goal function at the few recorded traffic. In this case, 
we have two methods: 1) waiting more time to receive 
more multimedia traffic, or 2) using the historic data, 
which is also viewed as the recorded data.  

To provide a general computing platform with 
intelligently scheduling function, we utilize a visual 
scheduling framework which divides the scheduling part 
into four components, i.e., information report, server 
assignment, traffic management, and reliability guarantee. 
In addition, these four components can be jointly 
performed at the application layer.  
 

V. SIMULATION RESULTS 
 

In this section, we evaluate the performance of the 
distributed multimedia scheduling algorithm. In particular, 
all the simulations are based on real-world multimedia 
traces which contain three categories: video, audio, and 
data. We compare our DMSA with an ideal case, where 

the scheduler knows the user demand rate and server 
service time in advance, which can be viewed as the 
optimal solution. The simulation settings are: ௦ܰ ൌ 30, 
௦ߤ ൌ 1ms, ܷ ൌ 10. 

At first, we validate the asymptotic optimality of the 
proposed DMSA. Figure 4 and Figure 5 show the 
performance of our proposed DMSA versus that of the 
ideal case in the heavy traffic and light traffic, respectively. 
From the given results, we know that the performance gap 
between the two schemes is ignorable when the time goes 
largely. That is to say, DMSA is able to get the 
asymptotically optimal in both heavy and light traffics. 
Moreover, they also imply that when the processes of 
scheduling can be treated as two independent processes: 
allocation and mapping. This is very important for the 
media cloud, since this method can be extended to other 
platforms if the distributed scheduling is necessary. 
Moreover, we should note that the limit of the heavy 
and light traffics is very difficult to define in practical, 
and this work provides a unified expression, which is 
very valuable in general.  

 

Fig. 4. Asymptotical optimality in heavy traffic. 

 

 
Fig. 5. Asymptotical optimality in light traffic. 
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Next, we validate the estimation of the waiting time 
and service time proposed in this work. To provide a 
comparable result, we introduce the conception of the 
performance gap, which denotes the loss due to the 
estimation. For simplicity, we normalized the performance 
matric. The results of the Figure 6-Figure 9 clearly 
demonstrate that the proposed approximation method is 
suitable for the cloud media. It should be noted that the 
heavy traffic and the light traffic is a relative conception. 
In our simulations, the traffic is determined by the arrival 
rate of the arriving multimedia applications. In particular, 
if the arrival rate is larger than or equal to the processing 
capacity of the server, we treat it as the heavy traffic, 
otherwise, it is a light traffic case. In fact there are other 
definitions on heavy and light traffics, and our proposed 
DMSA can be extended to other cases with a slight 
modification. 

 

 
Fig. 6. The loss in waiting time at heavy traffic. 

 

 
Fig. 7. The loss in waiting time at light traffic. 

 

 
Fig. 8. The loss in service time at heavy traffic. 

 

 
Fig. 9. The loss in service time at light traffic. 

 
Subsequently, we examine the performance 

improvement of the proposed DMSA in other aspects. 
According to our theoretical analysis, our scheme can 
adaptively assign the multimedia applications in a 
dynamic environment. To test that, we compare our 
DMSA with existing blind scheduling scheme [5] in a 
dynamic environment, in which the servers can join and 
leave the data center randomly. Figure 10 and Figure 11 
show the comparison results in terms of the waiting time. 
From the given results, we can find that the waiting time 
of the proposed DCMA has been reduced substantially. 
This point is consistent with our theoretical analysis. It 
should be noted that the calculation of the waiting time is 
the same for the two schemes, and the cloud platform is 
the same as well. To provide a practical dynamic 
environment, all the servers are placed in a distributed 
environment, and each server can join and leave randomly. 
Moreover, several servers can form a cluster, and join and 
leave the data center randomly.  
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Fig. 10. Waiting time comparison at heavy traffic. 

 
 

 
Fig. 11. Waiting time comparison at light traffic. 

 
Finally, we compare our DMSA with the blind 

algorithm in terms of the average service time in the 
dynamic environment. Figure 12 and Figure 13 clearly 
show the advantages of our proposed scheme.   

 

 
Fig. 12. Service time comparison at light traffic. 

 
Fig. 13. Service time comparison at light traffic. 
 
 

VI. CONCLUSIONS 
In this work, we focus on the multimedia services in the 

cloud and deal with how to efficiently schedule a large 
number of multimedia services in the cloud. As pointed 
out in this work, current cloud-based scheduling 
algorithms exist two main problems: 1) the content of the 
multimedia content is ignored, and 2) the cloud platform is 
a known parameter, which make current solutions are 
difficult to utilize practically. To resolve these issues 
completely, in this work, we propose a novel distributed 
multimedia scheduling to satisfy the objectives. 1) 
Develop a general cloud-based multimedia scheduling 
model which is able to apply to different multimedia 
applications and service platforms; 2) Design a distributed 
scheduling algorithm in which each user makes a decision 
based on its local information without knowing the others’ 
information; 3) The computational complexity of the 
proposed scheduling algorithm is low and it is 
asymptotically optimal in any case. Numerous simulation 
results have demonstrated that the proposed scheduling 
can work well in all the cloud service environments.  
  In our future work, we focus on extending DMSA to a 
larger scale of media cloud. As far as I know, although 
this work has dealt with the environment problem, there is 
still some open problems: 
 
 How to reduce the operation complexity at the larger 

scale of the data center? 
 How to design a general scheduling scheme 

embedded into current protocol without significant 
modification. 

In our going work, we will study these questions carefully. 
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