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Abstract

A low bit rate speech coder based on the non-uniform sampling technique is proposed. The
non-uniform sampling technique is based on the detection of inflection points (IP). A speech
block is processed by the IP detector, and the detected IP pattern is compared with entries of
the IP database. The address of the closest member of the database is transmitted with the
energy of the speech block. In the receiver, the decoder reconstructs the speech block using
the received address and the energy information of the block. As results, the coder shows
fixed data rate contrary to the existing speech coders based on the non-uniform sampling.
Through computer simulation, the usefulness of the proposed technique is shown. The SNR
performance of the proposed method is approximately 5.27 dB with the data rate of 1.5 kbps.
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1. Introduction

Speech coding has been an important research area for both wired and wireless communi-
cations. Major techniques are waveform coding and vocoding [1, 2]. The waveform coding
encodes speech samples directly by quantizing them. Prominent examples are the pulse code
modulation (PCM), the delta modulation, and the adaptive differential PCM (ADPCM) [1].
The vocoding technique transmits the parameters which characterize a block of speech samples.
The parameters include the voiced/unvoiced decision, the linear predictive coefficients (LPC),
the pitch period, the energy, and so on [1, 2]. These parameters can be also used for the
speech recognition [3, 4]. The examples of the vocoding methods are the code excited LPC,
the multi-pulse LPC, the residual error excited LPC, and so on [2]. These speech coding
techniques are performed after the uniform speech sampling.

The non-uniform sampling is a research area studied as an alternative to the conventional
uniform sampling technique [5-12]. Due to less frequent sampling, the non-uniform sampling
based speech coding shows lower bit rate than the PCM coding based on the uniform sampling.
The non-uniform sampling is achieved by detecting local maxima and minima of a signal [5,
6] or inflection points of a signal [11, 12]. Since the number of maxima, minima and inflection
points is variable depending on a signal, the bit rate of the non-uniform sampling based speech
coder is not fixed. Thus, it is not an attractive candidate as a speech coder in communication
where a planned and predetermined band is assigned for a communication channel.

In this paper, a new fixed and low bit rate speech coder is proposed. The coder is based on
the inflection point detection method. To achieve a fixed bit rate, the coder compares the
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Figure 1. Enlarged plot of a speech signal with various inflection
points.

detected inflection point (IP) pattern of a speech block with
candidate IP patterns in a database (DB). And, the address of
the closest IP pattern of the database is transmitted through the
channel. At the receiver, the decoder fetches the IP pattern from
the DB using the received address and estimates the speech
signal through interpolation. As results, the data rate is not
variable, but fixed. The structure of the paper is as follows. In
next section, the inflection point detection (IPD) algorithm is
explained in detail. The effect of the threshold value for the IPD
is also considered. In Section 3, the structure of the encoder
and the decoder is presented. And then, simulation results and
conclusions are provided.

2. Inflection Point Detection

A segment of speech signal can be considered as a piecewise lin-
ear graph between inflection points. Figure 1 shows an enlarged
plot of a signal. As shown in the figure, there are several types
of inflection points: local maxima (point b), local minima (point
a), and points of simple slope changes (point c). Non-uniform
sampling techniques was proposed to detect these local maxima
and minima to reduce the number of samples [5, 6]. Later, a
method to detect the points showing slope changes (points a, b,
c in Figure 1) was presented for speech coding [9].

In this paper, the inflection point detection (IPD) technique
is more refined by considering the structure of inflection points.
Figure 2 shows the typical inflection points when signal in-
creases monotonically between t and t+T. For example, Figure
2(a) shows an inflection point of local maxima, where the next
2 samples show monotonically decreasing pattern between t+T
and t+2T. Figure 2(b) demonstrates an inflection point of slope
change where the next 2 samples are constant pattern between
t+T and t+2T. Figure 2(c) shows an inflection point of another
slope change where the next 2 samples are also monotonically
increasing between t+T and t+2T. The same IP patterns can be

considered for monotonically decreasing signal.
To detect these inflection points, the following IPD algorithm

can be used. Let the consecutive differences of samples are
expressed as

d21 = x2 − x1

d32 = x3 − x2

For the detection of local maxima and minima such as Figure
2(a), the product of consecutive differences is checked if it is
less than 0, i.e.

d21 · d32 < 0 (1)

If it is less than 0, then the sample x2 is a local maximum or a
local minimum. To check slope change, the following identifier
is defined and used:

identifier (ID) =
|d21 − d32|
|d21|+ |d32|

. (2)

The range of identifier value is 0 <ID≤ 1 if there is a slope
change. That is, for the slope change such as Figure 2(c), the
ID value is 0 <ID< 1. For a little change of slope, the ID
value approaches to 0. If there is no slope change, the value
for ID is 0. And for the big change of slope such as Figure
2(b), the ID value is 1. The same consideration can be applied
for the monotonically decreasing signal pattern. Therefore,
the IPD algorithm shown in Figure 3 can be used. That is, if
the condition in (1) is satisfied, the sample is classified as an
inflection point of local maxima or minima. Otherwise, the
ID value in (2) is calculated and compare to a predetermined
threshold. If the value is greater than the threshold, the sample
is classified as an inflection point of slope change. By setting
a threshold value for the ID, the IPD can adjust the amount of
inflection points detected. That is, the smaller threshold value
means the more detected inflection points.

Figure 2. Types of inflection points in increasing signal at the early
stage.
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Figure 3. Inflection point detection algorithm.

3. Structure of the Speech Coder

The speech coder based on the non-uniform sampling technique
shows variable data rate which is not suitable for communica-
tion application [5, 6, 11, 12]. In this paper, a new fixed and
low bit rate speech coder is proposed based on the IPD. The
structure of the speech coder is shown in Figure 4.

A block of speech signal is processed by the IPD algorithm,
and the resulting IP pattern is normalized by its energy. The
normalized IP pattern is compared with the elements of the
IP pattern database. The address of the closest member of
the database and the energy of the detected IP pattern are sent
through communication channel.

At the receiver, using the received address and the energy
information, the decoder reconstructs the speech signal. The
decoder fetches the IP pattern from the database using the
received address, and multiplies the obtained element of the
DB with the received energy. Then, the decoder performs
interpolation to get a speech estimates. Thus, the bit stream
transmitted consists of the bits for the address and the energy
for each speech block. For example, if a speech segment is
taken as 20 ms with the sampling frequency of 10 kHz, the
block has 200 samples, and there are 50 blocks per a second.
The number of bits for an address is determined by the size of

Figure 4. Structure of the speech coder. IPD, inflection point detec-
tion; IP, inflection point.

the IP pattern database. If the size of the database is N, the
number of address bits is log2 N. Therefore, the data rate is
(log2 N+M) bits/block * 50 blocks/second, where M is the bits
for the maximum energy of a detected IPD pattern.

4. Simulation Results

The computer simulation is performed to show the usefulness
of the proposed speech coding technique. A speech is sam-
pled at the rate of 10 kHz, and the speech is segmented as 20
ms blocks with 50% overlapping. The window function used
in segmentation is the Hanning window. And the IP pattern
database has 8519 entries, so the number of bits for the address
is log2 8519 = 14, where x is the nearest integer greater than
x. And the number of bits for the energy is 16 bits. As results,
the data rate is 1500 bits/second. Figure 5 shows the processed
signal results. Figure 5(a) is the original signal, Figure 5(b) the
detected inflection point signal superimposed on the original
signal of (a), and Figure 5(c) the reconstructed signal. Clearly,
from Figure 5(a) and (c), the usefulness of the proposed speech
coder can be confirmed. The SNR performance of the proposed
speech coder is calculated as follows:

SNR = 10log10

[
signal power

noise power

]
where the noise is the difference between the original signal and
the reconstructed signal. The SNR is 5.27 dB for the speech
signal in Figure 5. The SNR value is comparable with that of
uniform sampling based PCM coder [1]. The SNR performance
of the uniform sampling PCM coder is theoretically given as
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Figure 5. Processing results of the inflection point detection (IPD)
based coding: (a) original speech, (b) detected inflection point super-
imposed on the original in (a), and (c) reconstructed speech at the
receiver.

[1]

SNR (dB) = 6B + 4.77− 20log10

[
Xmax

σx

]
where B is the number of bits per sample, and Xmax and
σx are the maximum value and the standard deviation of a
speech signal. For example, when B = 3 and Xmax/σx ∼= 7.8,
theoretically, SNR (dB) ≈ 4.91 dB. In computer simulation,
if the uniformly sampled speech is linearly quantized with 3
bits, the SNR is calculated as 4.18 dB. If the sampling rate is
10 kHz, the data rate is 30 kbps. Thus, the proposed IP based
coding method shows similar SNR performance with much
lower data rate comparing to uniform sampling PCM.

5. Conclusion

A new non-uniform sampling based speech coding technique
has been proposed. Unlike existing non-uniform sampling
based coding methods, the proposed coder shows a fixed data
rate. The inflection points of a speech block are detected and
compared with entries of IP pattern database. The address of
the closest entry of the DB and the energy of the IP pattern
are transmitted. At the receiver, the decoder fetches the DB
entry and reconstructs the speech through interpolation. The
computer simulation has shown the usefulness of the proposed
speech coding technique. The SNR performance of the non-
uniform sampling based coding has been compared with that of
the uniform sampling based PCM coding. With relatively much

lower bit rate of 1.5 kbps, the IP based speech coder shows
similar SNR of 5.27 dB to the uniform sampling PCM coder of
30 kbps.

As future research topics, the search algorithm of the IP pat-
tern DB should be further studied for efficient implementation
of the proposed coding method. And, the IP pattern DB itself
can be also refined for high quality speech reconstruction.
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