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ABSTRACT 

The purpose of this research is to develop algorithms using the Differential Evolution Algorithm (DE) to solve a 
multi-objective, sources and stages location-allocation problem. The development process starts from the design of a 
standard DE, then modifies the recombination process of the DE in order improve the efficiency of the standard DE. 
The modified algorithm is called modified DE. The proposed algorithms have been tested with one real case study 
(large size problem) and 2 randomly selected data sets (small and medium size problems). The computational results 
show that the modified DE gives better solutions and uses less computational time than the standard DE. The pro-
posed heuristics can find solutions 0 to 3.56% different from the optimal solution in small test instances, while differ-
ences are 1.4-3.5% higher than that of the lower bound generated by optimization software in medium and large test 
instances, while using more than 99% less computational time than the optimization software. 
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1.  INTRODUCTION 

This research aims to study the multi-objectives, multi-
sources and multi stages location-allocation problem. The 
problem is to determine the suitable location of ethanol 
plants. The ethanol plants can use 2 types of raw mate-
rial (multi sources) which are (1) bagasse and (2) cas-
sava pulp. An ethanol plant can produce ethanol from a 
single source which is bagasse or cassava pulp or pro-
duce it from both sources of raw materials in the same 
factory. The ethanol plants also have to make a decision 
about which one of the blending centers they will de-
liver their produced ethanol to (multi-stages). Initially, 
Buddadee et al. (2008, 2009) studied the location selec-
tion of ethanol plants using bagasse by studying the ef-
fect of economic value and environmental impact. It was 

found that using bagasse is cost effective and helped 
reduce the environmental impact in terms of reducing 
greenhouse gas emissions to the atmosphere. Later, Nan-
thasamroeng et al. (2008) studied the solutions to the 
problem of selecting the location of an ethanol plant fed 
with bagasse using a multi-objective approach.  

This research has studied the same problem as Nan-
thasamroeng et al. (2008), but the form of the problem 
has been extended to having multi-sources of raw mate-
rials, which means it takes into account the source of 
raw materials used to produce ethanol, whether bagasse 
or cassava pulp. This problem cannot be solved by op-
timization software due to the hardness of the problem. 
When increasing the size of the sources of raw materials 
and the potential locations to open an ethanol plant, it 
was found that the software was not able to solve the 
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problem due to memory limitations and the hardness of 
the problem. Therefore, it is necessary to develop a meta-
heuristic to help in finding good solutions within an ac-
ceptable computational time. Therefore, the contribu-
tions of this research are categorized as follows: 

(1) We present a mathematical model for the multi-
objectives, multi-stages and multi-sources location-
allocation problem. 

(2) We present a modified differential evolution algo-
rithm which improves on the standard DE in order 
to enhance the effectiveness of the algorithm. 

 
The literature review is presented in section 2. Sec-

tion 3 gives the problem statement. Sections 4 and 5 
present the proposed heuristics and the computational 
results while section 6 is the conclusion of the article.  

2.  LITERATURE REVIEW 

Metaheuristics play an important rule in solving 
many combinatorial optimization problems. There are 
many metaheuristics that have been successfully used to 
solve various problems such as Ant Colony Optimization 
(ACO), Tabu Search (TS), Genetics Algorithm (GA), 
Particle Swarm Optimization (PSO) and Differential 
Evolution Algorithm (DE) etc. 

Ant Colony Optimization (ACO) (Doerner et al., 
2007), is a methodology that mimics the behavior of an 
ant colony foraging for food. When determining the food 
foraging behavior of ants through a numerical analysis, 
this methodology will give appropriate results for a spe-
cific area, but there are limitations of the application in 
terms of the determination of restrictions. If the function 
has many Local Optima and they are equal or similar, it 
may not find the Global Optima, which is similar to the 
behavior of ants when finding foods in the same quanti-
ties in several areas. Many ants will swarm the foods 
only in the area that has been found first, instead of 
swarming equally over all food sources, but if it has 
optimum rounds of searching then it will find the Global 
Optima. It is therefore a methodology where parameters 
should be chosen cautiously. 

Tabu Search (TS) (Lin and Kwok, 2006; Drezner et 
al., 2006; Caballero et al., 2007 and Uno and Katagiri, 
2008) is a methodology similar to Simulated Annealing 
which is a methodology of learning through experience. 
It applies a better way to find answers by recognizing 
and protecting the traditional values that are worse in the 
Tabu List, which will help improve the next round of 
searching until it reaches the acceptable threshold. How-
ever, this methodology relies heavily on the memory of 
the computer. As a result, it makes the work more complex. 

Particle Swarm Optimization (PSO) (Thongdee and 
Pitakaso, 2013) is a stochastic based methodology for 
determining suitability inspired by the behavior of dis-
persed particles as a group, such as a group of birds that 
are flying in a flock. PSO consists of a group of particles 
that are in motion in multiple dimensions, which find 

solutions based on the actual number of individual parti-
cles. The position and velocity vectors are stored in the 
memory and compared to the neighbor particles, and 
then the algorithm selects particles with high potential 
velocity and direction vectors, moving in new directions 
until arriving at the Global Solution Vector. 

Genetic Algorithms (GAs) (Xu et al., 2008; Doerner 
et al., 2009; Leung, 2007) are a stochastic based meth-
odology for determining the suitability of a solution with 
a genetic hypothesis that mimics Natural Evolution, 
based on the concept of the selection of species by means 
of natural selection. It can be applied well to numerical 
analysis in finding solutions that are complex with many 
variables and conditions. 

Differential Evolution (DE) (Medaglia et al., 2009 
and Raisanen) is a stochastic based methodology for 
determining the solution suitability and is random based 
in Global Search Space. It finds comprehensive solu-
tions with the genetic hypothesis, as in GAs, but it has a 
distinct advantage as it has less complexity of the meth-
odology and makes more generalizations. It can also use 
Floating Point Real Numbers in the calculation without 
the need to convert the decision variables into the bi-
nary numeral systems, so that these are the main reasons 
that make the DE methodology fast and with the robust-
ness to find more answers than other methodologies. 

3.  THE PROBLEM STATEMENT  

Since the proposed problem is a new class of loca-
tion-allocation problem, there are two ways to represent 
the problem and these are presented below. The general 
framework of the proposed problem is explained in the 
case study shown in section 3.1. The mathematical model 
of the proposed problem is shown in section 3.2.  

3.1 A Case Study of a Bagasse and Cassava Pulp 
Ethanol Plant in Northeastern Thailand 

Figure 1 shows the framework of the multi-stages, 
multi-sources location-allocation problem. The problem 
addressed here aims to find suitable locations for etha-
nol plants with the lowest operating costs, environ-
mental impact and security risk. These ethanol plants 
operate using two raw materials which are bagasse and 
cassava pulp and they need to deliver ethanol to the 
blending centers. 

 

 
Figure 1. The supply chain of the Ethanol production for 

mixing to produce gasohol. 
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Figure 2. Location of Sugar plants, Starch plants, Ethanol 
Plant and the Gasohol mixing plant in North-
Eastern Thailand. 

 
16 sugar plants and 46 starch plants in the North-

east have been designated as sources of raw materials 
which are spread out in different provinces as shown in 
Figure 2. 

The case study on the location of ethanol plants in 
the northeastern area of Thailand involves solving for 
the three objectives as follows; 1) Economic objectives: 
cost reduction on transportation and plant construction, 
2) Environmental objectives: the reduction of green-
house gas emissions from all processes of production 
and transportation and 3) Safety: which aims to mini-
mize the risk for people who live in the transportation 
area if the leakage happens. 

3.2 Mathematical Models for Selecting the Plant 
Location 

3.2.1 Decision factors 
bagasse and cassava 

ijOω = The bagasse volume transport route (i, j): (Ton) 
tjOΩ = The cassava pulp volume transport route (i, j): 

(Ton) 
jke  = The ethanol volume transport route (j, k): (Liter) 

iH ω = Bagasse volume availability at source i: (Ton) 
tH Ω = Cassava pulp volume availability at source t: (Ton) 

 
3.2.2 Parameters 
i = The number of sugar plants: (Plant)  
j = The number of ethanol plants: (Plant)  
k = The number of tank farms: (Plant)  
t = The number of tapioca flour plants: (Plant)  

1m = Material price per unit for bagasse: (Baht/Ton) 
2m = Material price per unit for cassava pulp: (Baht/Ton) 

θ = Material transportation cost per unit: (Baht/km./Ton)  
a = Ethanol transportation cost per unit: (Baht/km./Liter) 

ijdω = The distance between bagasse sources and the 
ethanol plant (i, j): (km.) 

tjd Ω = The distance between cassava pulp sources and the 
ethanol plant (t, j): (km.) 

jkr = The distance between the ethanol plant and tank 
farms ( j, k): (km.) 
jkPOTR = The population number at risk from the trans-

portation of ethanol ( j, k)  
jPOFR = The population number at risk from the etha-

nol plant ( j)  
jFBC = Additional cost of new ethanol plant, in case of  

receiving raw material with both bagasse and 
cassava pulp: (Baht) 

jFB = Additional cost of new ethanol plant, in case of 
receiving raw material as only bagasse: (Baht) 

jFC = Additional cost of new ethanol plant, in case of 
receiving raw material as only cassava pulp: 
(Baht) 

jKBC = Number of maximum raw material transports to 
ethanol plant, in case of receiving raw material 
as both bagasse and cassava pulp: (Ton) 

jKB = Number of maximum raw material transport to 
ethanol plant, in case of receiving raw material 
as only bagasse: (Ton) 

jKC = Number of maximum raw material transports to 
ethanol plant, in case of receiving raw material 
as only cassava pulp: (Ton) 

γ = Emission factor for transportation from ( , )i j , ( , )t j  
and ( j, k): (Baht/km./Ton) 

= Emission factor using diesel for transport from ( , )i j , 
( , )t j and (j, k): (Baht/km./Ton) 

f = Emission factor for chemical substances to produce 
ethanol: (Baht/Ton) 

g = Emission factor of CO2 from producing ethanol: 
(Baht/Ton) 

h = Emission factor of CH4 from producing ethanol: 
(Baht/Ton) 

δ = Emission factor of electricity production to produce 
ethanol: (Baht/Ton) 

v = Offset emission factor of E10 from producing etha-
nol to be the Gasohol: (Baht/Ton) 

w = Offset emission factor of Gasoline from producing 
ethanol to be the Gasohol: (Baht/Ton) 

1λ = Production efficiency factor for changing raw mate-
rial to be ethanol from bagasse: (Liter/Ton) 

2λ = Production efficiency factor for changing raw ma-
terial to be ethanol from cassava pulp: (Liter/Ton)  

u = Cost of risk per unit: (Bath/Opportunity risk) 
 

3.2.3 Mathematical Models 
3.2.3.1 Economic Objectives 
Minimize 

1 1 1 1 1 1
1 ( ) 2 ( )

J I J T J I

ij ij tj tj ij ij ij
j i j t j i

m O y m O s O d yω ω ωθΩ

= = = = = =

× + × +∑∑ ∑∑ ∑∑  

1 1 1 1 1

J T J J J

tj tj tj j j j j j j
j t j j j

O d s FBC Q FB Q FC Qβ ψ φθ Ω Ω

= = = = =

+ + + +∑∑ ∑ ∑ ∑  

1 1

K J

jk jk jk
k j

ae r x
= =

+∑∑  
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3.2.3.2 Environmental Objectives 
Minimize  

( )
1 1 1 1 1 1

J I J T K J

ij ij ij tj tj tj jk jk jk
j i j t k j

d O y d O s r e xω ωγ Ω Ω

= = = = = =

⎡ ⎤
+ + +⎢ ⎥

⎣ ⎦
∑∑ ∑∑ ∑∑  

( )
1 1 1 1

J I J T

ij ij tj tj
j i j t

f g h v w O y O sωδ Ω

= = = =

⎡ ⎤
+ + + + + + +⎢ ⎥

⎣ ⎦
∑∑ ∑∑  

 
3.1.3.3 Social Risk Objectives 
Minimize  

1 1 1

K J J

jk jk j j j j
k j j

uPOTR x POFR Q POFR Qβ ψμ μ
= = =

+ +∑ ∑ ∑  

1

J

j j
j

POFR Qφμ
=

+∑  

 
3.2.3.4 Constraints 
Subject to  

1 1

I T

i t j j j j j j
i t

H H Q KBC Q KB Q KCω β ψ φΩ

= =

+ ≤ + +∑ ∑  j∀  (1) 

1 1 1
1 2

I T K

i t jk
i t k

H H eωλ λ Ω

= = =

+ ≤∑ ∑ ∑  j∀  (2) 

1j j jQ Q Qβ ψ φ+ + ≤  j∀  (3) 

1 if ethanol plant j is open for two sources
0 otherwisejQβ
⎧⎪= ⎨
⎪⎩

 j∀  (4) 

1 if ethanol plant j is open for bagasse
0 otherwisejQψ
⎧⎪= ⎨
⎪⎩

 j∀  (5) 

1 if ethanol plant j is open for cassava pulp
0 otherwisejQφ
⎧⎪= ⎨
⎪⎩

 j∀  (6) 

1

I

ij ij i
i

O y Hω ω

=

=∑  i∀  (7) 

1
1

I

ij
i

y
=

≥∑  j∀  (8) 

1 if bagasse from i send material to plant j
0 otherwiseijy
⎧⎪= ⎨
⎪⎩

 j∀  (9) 

1

T

tj tj t
t

O s HΩ Ω

=

=∑  t∀  (10) 

1
1

T

tj
t

s
=

≥∑  j∀  (11) 

1 if cassava pulp from t send material to plant j
0 otherwisetjs
⎧⎪= ⎨
⎪⎩

  

 j∀  (12) 

1
1

K

jk
k

x
=

≥∑  k∀  (13) 

1 if plant j send ethanol to blending centre k
0 otherwisejkx
⎧⎪= ⎨
⎪⎩

k∀  (14) 

ij j jy Q Qβ ψ≤ +  ,i j∀  (15) 

tj j js Q Qβ φ≤ +  ,t j∀  (16) 
 

The Economic objective is composed of four terms 
which are: 1) Cost equation of raw materials, which 
depends on the quantity and price of raw materials; 2) 
Cost equation of transportation of raw materials, de-
pending on the quantity of raw materials, distance and 
price per unit of transportation of raw materials; 3) Cost 
of construction of ethanol plant, which depends on the 
production capacity per day and 4) Cost equation of tran-
sporting ethanol, which is based on the amount of etha-
nol, distance and the cost per unit of transporting ethanol. 

Environmental objectives refer to the study of Nan-
thasamroeng et al. (2008) which considers the amount 
of greenhouse gas emission from the different processes 
consisting of two main terms: 1) The amount of green-
house gases caused by transportation and the amount of 
greenhouse gases arising from the use of diesel fuel in 
transportation. This term is based on the amount of ba-
gasse, cassava pulp and ethanol which are transported 
and the distance of transportation and 2) The amount of 
greenhouse gases resulting from the use of chemicals in 
the production of ethanol, the greenhouse gas carbon 
dioxide from the production of ethanol, the amount of 
greenhouse gas methane from the production of ethanol, 
the amount of greenhouse gases from electricity produc-
tion to produce ethanol, compensation of bagasse and 
cassava pulp to bring it to produce ethanol to be used as 
Gasohol and the compensation to bring the bagasse and 
cassava pulp to produce ethanol to be used as Gasohol 
instead of normal gasoline. This term is mainly based on 
the amount of bagasse and cassava pulp. 

Social risk objectives are referenced and updated 
from Nanthasamroeng et al. (2008) and are: 1) It will 
utilize the number of population which will be affected 
by a leakage during transportation of ethanol from plants 
to the tank farm and 2) It will utilize the density of 
population per unit area around the ethanol plant which 
would be affected in the event of leakage or explosion 
of the ethanol production plant. 

Constraints including: (1) The constraint of mass 
balancing bagasse and cassava pulp which must not be 
over the requirement of all 3 plants; (2) The constraint 
of mass balancing ethanol produced from bagasse and 
cassava pulp is not over the amount of delivered ethanol; 
(3), (4), (5) and (6) The decision factors for whether the 
plant shall be established for only bagasse or cassava 
pulp using only one source, or using both sources of raw 
material to produce ethanol; (7) is the constraint that is 
used to ensure that the transported raw material out from 
node i will not exceed its capacity; (8) Ensure that the 
bagasse suppliers have to deliver their material to at 
least 1 ethanol plant; (9) The bagasse suppliers will de-
liver the bagasse to the ethanol plant or not (zero-one 
constraint); (10) To ensure that the transported raw ma-
terial out from node t will not exceed its capacity; En-



Differential Evolution Algorithms Solving a Multi-Objective, Source and Stage Location-Allocation Problem 

Vol 14, No 1, March 2015, pp.11-21, © 2015 KIIE 15
  

 

sure that the cassava pulp suppliers have to deliver their 
material to at least 1 ethanol plant; (12) The cassava 
pulp supplier will deliver the cassava pulp to the ethanol 
plant or not; (13) The ethanol plants will deliver the 
ethanol to at least one blending center; (14) The decision 
factor that the ethanol plant will deliver the ethanol to 
the blending center or not and (15) and (16) A specified 
ethanol plant can receive the raw material from a single 
source (bagasse or cassava pulp) and two sources (ba-
gasse and cassava pulp) 

4.  THE PROPOSED HEURISTICS 

In this section, we will present two algorithms 
which are (1) standard DE and (2) Modified DE to solve 
the multi-objectives, multi-stages and multi-sources lo-
cation-allocation problem. 

4.1 Standard DE 

DE, in general, is composed of 4 main steps which 
are: (1) Initialization which is used in the first iteration 
of the algorithm. All parameters are set and some ran-
dom numbers are initiated; (2) Mutation process which 
is iteratively used as the first step of the evolution of the  

 

Pseudo-code for the DE algorithm 
Begin 

Set CR = 0.88, F = 2 and NP = 10 
G = 0 
Generate the initial population Xi,g ∀i, i = 1, …, NP 
Evaluate the fitness (function value) for each individual  

f(Xi,g) ∀i, i = 1, …, NP 
While stopping criterion (100 Loop) is not satisfied Do 

For i = 1 to NP Do 
Select uniform randomly r1 ≠ r2 ≠ r3 ≠ i  
Jrand = randint [1, M1, M2]  
For j =1 to [M1, M2] Do 

If (randj [0, 1] < CR or j = jrand) Then 
Uj,I,g+1 = Xj,r1,g+F(Xj,r2,g-Xj,r3,g) 

Else 
Uj,I,g+1 = Xj,i,g 

End If 
End For 

End For 
For i = 1 to NP Do 

Evaluate to fitness (function value) for each  
individual f(Ui,g+1) ∀i, i = 1, …, NP 

If (f(Ui,g+1) is beffer than or equal to f(Xig)) Then 
Replace Xi,g+1 with Ui,g+1 

Else 
Replace Xi,g+1 with Xi,g 

End If 
End For 
G = G+1 

End While 
End 

Figure 3. Pseudo code for the DE algorithm. 

 
Figure 4. Development Flow Chart for DE algorithm. 
 

algorithm; (3) Recombination process which is the sec-
ond step of the evolution and (4) Selection process will 
be used as the last step of the evolution of the proposed 
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heuristic. The pseudo code of these four steps is shown 
in Figure 3 while the flow chart of the proposed algo-
rithm is shown in Figure 4. 

 
4.1.1 Initialization 

The researcher has applied the beginning solution 
process, which is inspired by the Genetic Algorithm 
(GA), by determining the number of vectors to be equal 
to the number of potential ethanol plants. The crossing 
position in a vector will be the parts of sugar plant, 
starch plant and blending center which are the horizontal 
cells, while the ethanol plant is the vertical cells. 

When finding the beginning solution of the algo-
rithm, we start from the determination of the initial vec-
tor. Then, we generate a random number with values 
ranging from 0.0-1.0 for each array element in the vec-
tor. The vector has dimension of (M2+K)×M1 while M1 
= 5 (Number of Ethanol Plants (j)) and M2 = 62 (16 
Sugar plants (i) plus 46 Starch plants (t)) and K= 4 (4 
Gasohol mixing or blending centers (k)). An example of 
a vector is shown in Table 1. 

From Table 1, we can get the solution of the prob-
lem using the following procedure. First we will assign 
sugar (plant which generates bagasse) (i) and starch 
(plants which produce cassava pulp) plants (t) to an 
ethanol plant (j) by assigning sugar or starch plants (i 
and t) to ethanol plants (j) that have the highest value in 
position of vector in a specific row j or t. For example, 
from Table 1, we can see that sugar plant 1 (i = 1) will 
deliver their product to ethanol plant 4 (j = 4) due to the 
highest value in position of row i = 1 is 0.7 which corre-
sponds to j = 4. The same comparison will be executed 
for all i = 1 to i = 5 thus sugar plants 2, 3, 4 and 5 will 
deliver their product to ethanol plants 4, 1, 1 and 5 re-
spectively. The starch plant t will use the same proce-
dure to assign it to an ethanol plant j. Therefore, starch 
plants 1, 2, 3, 4 and 5 deliver their product to ethanol plants 
2, 5, 5, 4 and 5 respectively. The assigning of ethanol 

 
Table 1. The beginning solution of the DE algorithm 

 j1 j2 j3 j4 j5 
i1 0.47 0.41 0.14 0.70 0.67 
i2 0.21 0.12 0.17 0.95 0.06 
i3 0.37 0.00 0.30 0.02 0.12 
i4 0.94 0.59 0.53 0.52 0.83 
i5 0.68 0.15 0.57 0.82 0.85 
t1 0.47 0.93 0.15 0.89 0.58 
t2 0.80 0.81 0.65 0.36 0.82 
t3 0.89 0.22 0.30 0.60 1.00 
t4 0.64 0.06 0.82 0.87 0.43 
t5 0.19 0.78 0.65 0.36 0.98 
k1 0.54 0.57 0.02 0.70 0.40 
k2 0.61 0.35 0.28 0.92 0.08 
k3 0.37 0.25 0.35 0.59 0.79 
k4 0.97 0.93 0.30 0.16 0.49 

plant j to blending center k uses a different way. Instead 
of finding the highest value in a row, the highest value 
in column j (only from k = 1 to k = highest number of k. 
For example in Table 1 k runs from 1 to 4) will be se-
lected. From Table 1, the ethanol plants that are selected 
to operate are ethanol plants 1, 2, 3, 4 and 5. Ethanol 
plant 1 will deliver its ethanol to blending center 4 be-
cause blending center 4 has value in position equaled to 
0.97 which is the highest value among all k (0.54, 0.61, 
0.37, 0.97). Ethanol plants 2, 3, 4 and 5 will select to 
deliver their products to blending centers 4, 3, 2 and 3 
respectively. 

 
4.1.2 Mutation Process 

The mutation process can be executed using for-
mula (17). 3 vectors are randomly selected from all vec-
tors that are generated in each iteration to form a mutant 
vector.  

  ( ), 1, 2, 3,i g r g r g r gV X F X X= + −   (17) 

 It is noted that Xr1, Xr2, Xr3 must be different from 
vector Xi,g . F is a scaling factor which is used to control 
the degree of difference of two selected vectors. An ex-
ample of mutant solution is shown in Table 2. 

 
4.1.3 Recombination Process 

The trial vector Ui,g will be generated from formula 
(18). The vector will select the position’s value from Xi,g 
or Vi,g depending on the control parameter Cr (crossover 
rate) and the random number Uj.  

, ,
, ,

, ,

,  if  or 
 

, otherwise
j i g j r u

j i g
j i g

v u c j j
u

x

≤ =⎧⎪= ⎨
⎪⎩

     (18) 

Eq. (18) explains that when generating the random 
value of each array value in the vector which lies from 0  

 
Table 2. The mutation solution of the DE algorithm 

 j1 j2 j3 j4 j5 
i1 1.01 0.41 0.14 1.10 0.01 
i2 0.12 -1.42 0.17 0.64 -0.02 
i3 -0.36 0.00 0.15 -0.47 0.13 
i4 0.94 0.60 0.53 0.52 0.83 
i5 -0.16 -0.35 0.50 1.17 0.85 
t1 2.03 -0.56 0.76 1.11 -0.07 
t2 1.13 1.38 0.65 0.39 0.51 
t3 0.71 0.22 -0.49 0.83 -0.17 
t4 -0.89 -0.03 1.69 0.45 0.80 
t5 0.45 0.78 -0.60 1.90 1.95 
k1 0.54 -0.80 0.62 0.43 -0.65 
k2 0.75 0.35 1.95 -0.14 -0.58 
k3 0.37 -0.33 -0.09 1.43 0.66 
k4 2.23 0.93 -0.35 -0.80 -0.85 
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Table 3. The recombination solution of the DE algorithm 

 j1 j2 j3 j4 j5 
i1 1.01 -0.71 0.19 1.10 0.01 
i2 0.12 -1.42 1.95 0.64 -0.02 
i3 -0.36 0.70 0.15 -0.47 0.13 
i4 1.06 0.60 -0.09 0.30 0.00 
i5 -0.16 -0.35 0.50 1.17 0.63 
t1 2.03 -0.56 0.76 1.11 -0.07 
t2 1.13 1.38 -0.28 0.39 0.51 
t3 0.71 -0.38 -0.49 0.83 -0.17 
t4 -0.89 -0.03 1.69 0.45 0.80 
t5 0.45 1.38 -0.60 1.90 1.95 
k1 1.66 -0.80 0.62 0.43 -0.65 
k2 0.75 -0.92 1.95 -0.14 -0.58 
k3 0.26 -0.33 -0.09 1.43 0.66 
k4 2.23 1.19 -0.35 -0.80 -0.85 

 
to 1, if the value is less than or equal to Cr (Crossover 
Rate) then select the value in the position of the vector 
obtained from the mutant vector, otherwise choose the 
value obtained from the target vector. 

As an example of the calculation, assume that Cr = 
0.8, then make a random number such as 0.45, and if we 
assume that the position of the cell is i1: j1, so we must 
choose the answer which is 1.01. Similarly to the trial 
vector, if the position is i1: j3, if making a random num-
ber, supposing we get 0.97, so we must choose the num-
ber 0.14 as an answer of the trial vector. All the details 
are shown in Table 3. 

 
4.1.4 Selection Process 

The selection process is used to select the better 
vector between the target vector Xi,g and the trial vector 
Ui,g. The better vector will be selected to be the target 
vector in the next iteration Xi,g+1. The selection process 
can be executed using formula (19).  

 
( ) ( ), , ,

, 1
,

,  if 

,  otherwise
i g i g i g

i g
i g

U f U f x
x

x
+

⎧ ≤⎪= ⎨
⎪⎩

   (19) 

4.2 DE Modified (MODDE) 

Standard DE, as we have explained above, uses a 
formula (formula (17)) which is found in much literature 
to generate a mutant vector. It is the only one process 
out of three processes used in the DE mechanism (muta-
tion, recombination and selection process) that has com-
munication between different vectors. The recombina-
tion process is the exchange of values in position be-
tween mutant vector and the original target vector, while 
the selection process is used to select the better between 
the trial vector and the original target vector to survive 
for the next iteration. The comparison has been made 

only in the same vector number (e.g. target vector 1 and 
trial vector 1). We can see that the communication be-
tween vectors has been made only in the mutation proc-
ess. Three target vectors have been randomly selected. 
These three target vectors do not use the solution quality 
of the vectors to guide the selection mechanism. In 
Modified DE which will be presented here, the best vec-
tor among all vectors will be integrated into formula (18) 
in order to guide the search mechanism of the original 
DE to a good solution. The new recombination formula 
is presented in formula (20). Moreover, in modified DE, 
parameter F and Cr will be designed to be the self-
adjusted parameter.  

 
, , 1 2

, , , , 1 1 2

, , 1

( )

( )
j i g j r r

best
j i g j i g r j r r

j i g j r

X if u C C

u X if C u C C

V if u C

≥ +⎧
⎪⎪= ≤ ≤ +⎨
⎪ ≤⎪⎩

 (20) 

 
where Cr1 and Cr2 are randomly generated (between 

0 and 1) and Cr1+Cr2  ≤ 1. For example, we may assume 
that Cr1 = 0.4, Cr2 = 0.5, and then make random numbers. 
Assuming that we have uj equal to 0.45. which is greater 
than Cr1 but less than Cr1+Cr2 (0.9) the value in that posi-
tion of that vector will be equal to the value in that posi-
tion of the best vector , , .best

j i gX  Both Cr are also set to be 
auto adjusted. All the details are shown in Table 4. 

In order to execute the self-adjusted parameters (F, 
Cr1 and Cr2), each of the self-adjusted parameters will be 
divided into 3 levels. The first level is the medium level. 
In this level the parameters will use the current best pa-
rameters (best F, Cr1 and Cr2) while the second level 
(high) and the third level (low) will use the current best 
parameter plus 5% (high group) and minus 5% (low 
group) respectively. If NP is the number of vectors in 
each- iteration of the experiment, the self-adjusted pa-
rameters (F, Cr1 and Cr2) will be equally divided into 3 
groups. Each group of vectors will use high, medium 
and low levels of the self-adjusted parameters. The cur-
rent best self-adjusted parameters will be changed to the 
level of parameters from which the group of vectors 
generates the best average result among three groups of 
vectors. Finally, if Cr1+Cr2 is greater than 1, we need to 
be re-scale to let Cr1+Cr2 be less than or equal to 1. 

 
Table 4. The recombination solution of the MODDE 

algorithm 

Random Number 

 
 

Trial Vector by Recombination as MODDE 

 j1 j2 j3 j4 j5 
i1 0.45 0.93 0.97 0.06 0.74 

 j1 j2 j3 j4 j5 
i1 1.01 0.41 0.14 1.10 0.67 
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5.  THE COMPUTATIONAL RESULTS 

In this section, we have two parts of the computa-
tional results. In the first part, the proposed algorithms are 
compared with the result obtained from the optimization 
software to prove that the proposed heuristics are effec-
tive at finding a good solution. In the second part, we 
will compare the effectiveness of the two proposed heu-
ristics in finding the solution in the case study presented 
in this article. 

 5.1 Comparing the Proposed Heuristics with the 
Result Generated from LINGO v.11 

The LINGO program cannot solve multi-objec-tive 
models. The mathematical model shown in section 3.2 is 
programed in LINGO v.11. In order to let the model be 
solved, the multi-objectives model is programed in terms 
of single objectives with multipurposes (social risk, en-
vironment impact and economics). Each purpose is de-
termined to have the same importance (equal weight). 
The algorithms are coded with C++ and run on a PC 
Intel ® Core™ i5-2467M CPU 1.6GHz. The proposed 
algorithms are tested with 3 test instances which are 
small, medium and large test instances. The large test 
instance (I16-T46-J5-K4) is the test instance which is 
the case study in the Northeastern part of Thailand. This 
case study is composed of 16 sugar plants and 46 starch 
plants, 5 potential ethanol plants and 4 blending centers. 
Due to it being a large test instance, LINGO v.11 cannot 
find the optimal solution. Therefore, to compare the 
proposed algorithms in this instance, the lower bound 
was obtained from LINGO v.11 within 4 hours 43 mins 
(Objective Bound).  

The small and medium test instances are smaller 
versions of the large instance. Some numbers of sugar 
and starch plants are randomly selected while using the 
same number of potential ethanol plants and blending 
centers. The small test instance (I5-T5-J5-K4) is com-
posed of 5 sugar and 5 starch plants. The medium test 
instance (I10-T26-J5-K4) is composed of 10 sugar and 
26 starch plants. The computational results are shown in 
Table 5. 

 
Table 5. The comparison of performance between LINGO 

11.0 and DE algorithm 

Objective Value (MB) Time (sec) Case Study 
(Problem) Lingo DE Lingo DE 

43,6852a 80.8312a

I5-T5-J5-K4 42,9171a 
43,3392b 

50,4001a

65.5202b

5.288e+0062a 110.9492a

I10-J26-K5-T4 4.968e+0061b 
5.129e+0062b 

9,7001b 
107.6592b

6.381e+0062a 133.0662a

I16-T46-J5-K4 5.850e+0061c 
6.142e+0062b 

16,9881c

129.7972b

From Table 5, in the small test instance, standard 
DE and modified DE can find a quality solution 1.76% 
and 0.98% worse than the optimal solution, while being 
99.89% faster in computational time. 

In the medium test instance, LINGO v.11 cannot 
find the optimal solution, thus the objective bound 
within 2 hours and 41 minutes (the first time that the 
objective bound is reported in LINGO v.11) is compared 
with the proposed algorithms. From Table 5, standard 
DE and modified DE find answers 6.05% and 3.14% 
away from the lower bound, while using 107.66 and 
110.99 seconds to obtain that solution. 

 
Remark: 
• 1aLingo test by global optimization (runtime 27: 29: 

40, hh: mm: ss) 
• 1bLingo test by lower bound (runtime 2: 41: 40, hh: 

mm: ss) 
• 1cLingo test by lower bound (runtime 4: 43: 08, hh: 

mm: ss) 
• 2DE test by Dev-C++ Program (2aDE STD, 2bMODDE) 

 
In the large test instance, the LINGO runtime to 

find the first objective bound is 4 hours and 43 minutes. 
The proposed algorithms (standard DE and modified DE) 
can find a quality solution 4 .75% and 6.38% away from 
the bound while using only 129.8 and 133.07 seconds to 
obtain that solution. 

Table 6 shows the results of the case study which 
was obtained from the modified DE while Figure 5 shows 
the map of transportation route of the result obtained from 
the algorithm.  
 
Table 6. Selection location of Ethanol plant produced from 

Bagasse and Cassava pulp 

Ethanol receiving source 
Quantity 
material 
(Ton) 

Ethanol  
Producing  

source 

Quantity of 
Ethanol 

Receiving 
(Litter) 

Tank farm 

329,557
Khonkaen 
Alcohol  
Co., Ltd. 

2.38E+07 Konkaen  
depot 

145,824
Thai Nguan 
Ethanol  
Co., Ltd. 

1.08E+07 Udonthani  
depot 

164,474
Petrol Green 
(Kalasin)  
Co., Ltd. 

1.28E+07 
Ubon 
Ratchathani 
depot 

351,884 KI Ethanol  
Co., Ltd. 2.49E+07 

Nakhon 
Ratchasima 
depot 

5.22E+06 
Ubon 
Ratchathani 
depot 274,002

Petrol Green 
(Chaiyaphum) 
Co., Ltd. 1.42E+07 Udonthani 

depot 
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Figure 5. The routing of raw material transportation to 

Ethanol plant, and from the plant to Tank 
farm. 

5.2 Comparing the Effectiveness of the Two 
Proposed Heuristics 

In general, when dealing with multi-objective prob-
lems, the pareto front technique is often used to compare 
the effectiveness of the algorithm. Since it is impossible 
to have only one answer to give the best of all objectives 
simultaneously for multi-objective problems, the group 
of the ideal answers to this problem is the answer that is 
not dominated when compared to all the answers. That 
solution can be obtained by means of the Pareto which 
is the principle of “Pareto Domination.”  

This research has used the Pareto technique as well, 
by determining weights for each objective. The weight 
obtained has come randomly in each round of calcula-
tions. This is the principle to approach the process of 
domination until getting various solutions. The results of 
the Pareto are shown in Figures 6, 7 and 8. 

Referring to Figures 6, 7 and 8 for each loop of the 
experiments with multi-objectives, the algorithms have 
assigned a random weight equal to the number of objec-
tives. For example, if we have 3 objectives in the case 
study, the algorithm will choose a random weight to 
three values (w1, w2, w3). Then, these three values will  
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Figure 6. Show the Pareto front for multi-objectives. 

Eco Cost

Sa
f e

Co
st

71
00

00
0

70
00

00
0

69
00

00
0

68
00

00
0

67
00

00
0

66
00

00
0

65
00

00
0

64
00

00
0

63
00

00
0

62
00

00
0

6000000

5750000

5500000

5250000

5000000

4750000

4500000

Scatterplot of Safe Cost vs Eco Cost

 
Figure 7. Show the Pareto front comparing between 

economics and social risk. 
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Figure 8. Show the Pareto front comparing between 

economics and environmental impact. 

 
be re-calculated such as w’1 = w1/(w1+w2+w3). The 
values which are obtained from the calculation will be 
multiplied with the objective functions, such as the ob-
jective number 1 (f’1 = w’1*f1). This principle will re-
sult in getting various solutions for multi objectives pro-
blem. 

Comparing the standard DE and modified DE in 
finding the Pareto Front: (1) The average number of 
pareto-optimal solution (ANP) and (2) average ratio of 
pareto-optimal solutions (ARP) are used to reveal the 
effectiveness of the proposed algorithms to solve the 
case study. N is the number of iterations in one experi-
ment. n1, n2, …, nk is the number of pareto-optimal so-
lutions found in the kth experiment and K is the total 
number of experiments. Therefore, the ANP and ARP 
can be calculated by using formulas (21) and (22). 

 
1 2 3 kn n n nANP

K
+ + + +

=   (21) 

31 2 kn nn n
N N N NANP

K

+ + + +
=   (22) 
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Table 7. ANP and ARP of the proposed algorithms 

Exp.No. #iterations Standard DE Modified DE 

(1) (2) #Pareto 
(3) 

Ratio 
(3)/(2) 

#Pareto
(4) 

Ratio
(4)/(2)

1 200 77 0.385 82 0.41 
2 200 70 0.35 90 0.45 
3 200 69 0.345 85 0.425
4 200 75 0.375 80 0.4 
5 200 72 0.36 80 0.4 
6 200 70 0.35 76 0.38 
7 200 77 0.385 80 0.4 
8 200 80 0.4 84 0.42 
9 200 79 0.395 85 0.425
10 200 78 0.39 90 0.45 

Average 74.7 0.3735 83.2 0.416

Exp.No=Experiment Number, #iteration=Number of Iterations. 
#Pareto = number of Pareto fronts found during the experiment. 
Ratio= (#Pareto)/(#iteration). 

 
The results of ANP and ARP are shown in Table 7. 

From Table 7, we will see that the Modified DE outper-
forms standard DE in order to find better number for 
ANP and ARP. Modified DE can find an average num-
ber of pareto-optimal solutions at 83.2 solutions while 
standard DE can find 74.7 solutions. Comparing ARP, 
modified DE has an average ratio equal to 0.416 which 
is higher than that of standard DE which has a ratio 
equal to 0.3735. 

 

6.  CONCLUSIONS 

In this article we present the mathematical model 
for the multi-stages, multi-sources and multi-objectives 
location-allocation problem. The case study which is 
used here is composed of 16 sugar and 46 starch plants, 
5 potential ethanol plants and 4 blending centers. An-
other 2 test instances are selected from the case study.  

We presented differential evolution and modified 
differential evolution algorithms to solve this problem 
and compared our algorithm with the optimal solution or 
the objective bound obtained from LINGO v.11 depend-
ing on the size of the test instances.  

In the modified DE, the new recombination for-
mula (equation 20) has been proposed. The computa-
tional result in all test instances shows that the proposed 
algorithms can find solutions 0.98% to 1.76% away 
from the optimal solution (small test instance) while it 
can find 3.14 % to 8.32 % worse than the objective 
bound generated by LINGO v.11 (medium and large 
instances). The computational time used to obtain this 
solution is 99.22% to 99.89% lower than that of the op-
timization software.  

We also compared the efficiency of standard DE 

and modified DE to find the ANP and ARP. From the 
computational result we can see that modified DE out-
performs standard DE in finding better solutions in both 
key performance measures (ANP and ARP). 
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