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Abstract

This paper presents a fast Time Difference of Arrival (TDOA) estimation for sound source localization. 

TDOA is the time difference between the arrival times of a signal at two sensors. We propose a partial 

cross correlation method to increase the speed of TDOA estimation for sound source localization. We do 

this by predicting which part of the cross correlation function contains the required TDOA value with the 

help of the signal energies, and then we compute the cross correlation function in that direction only.  

Experiments show approximately 50% reduction in the cross correlation computation time thereby increasing 

the speed of TDOA computation. This makes it very relevant for real world surveillance.
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1. Introduction

Sound source localization is the process of 

estimating the direction from which a received 

sound originates. It is very useful in various 

fields including video conferencing, robot-hu-

man interaction, video surveillance, etc. Incor-

porating sound source localization into a video 

surveillance system [Jacek and Randy, 2013] 

will improve the system’s usefulness and effec-

tiveness by enabling it to capture events which 

occur outside the camera’s field of view. The 

major techniques for implementing microphone 

array based sound source localization include 

the directional method based on high resolution 

spectral estimation [Lobos et al., 2006], the con-

trollable beamforming method based on the big-

gest output power [Jean-Marc et al., 2004], and 

the Time Difference of Arrival (TDOA) method 

[Knapp et al., 1976]. 

The TDOA method is more applicable because 

it is not limited to only narrowband signals and 

it is relatively fast enough for real-time applica-

tions. The TDOA value is generally computed 

by using cross correlation, which can be imple-

mented in either time or frequency domain. The 

speed of time domain cross correlation is slow 

as compared to that of frequency domain, but 

it is very straightforward to implement. Due to 

its low speed, it cannot be used to develop effi-

cient sound source localization for video surveil-

lance. On the other hand, the speed of frequency 

domain cross correlation [Knapp et al., 1976; 

Hong and Miao, 2010; Bo Qin et al., 2008; Zhou 

Lin et al., 2015] is faster but it is more complex 

to implement. It requires the computation of fast 

fourier transforms, complex conjugate multi-

plications and inverse fast fourier transform. To 

incorporate sound source localization in video 

surveillance, the localization method needs to 

have reasonable speed and accuracy. If the speed 

of time domain cross correlation can be increased, 

it can be used for efficient sound source localiza-

tion to increase the effectiveness of video sur-

veillance systems, therefore this study focuses 

on speeding up the time domain cross correlation 

for TDOA estimation. 

For sound source localization, Halim et al. 

[Halim et al., 2011] proposed two methods in 

their research. Their first method is based on 

time domain cross correlation. After obtaining 

the correlation signal, they apply a band pass 

elliptic filter to it before searching for the maxi-

mum coefficient. Although this filter attenuates 

the noise samples, it does not eliminate them. 

This means that the filter adds extra computa-

tion time to the TDOA estimation process and 

reduces its speed. Also, Murray et al. [John et 

al., 2004] implemented the time domain cross 

correlation in their work. They computed all 

possible (2N-1) coefficients before searching 

for the maximum value. With this method, too 

many unnecessary computations are made and 

it can slow down the sound source localization, 

so it is not appropriate for a surveillance sys-

tem. Instead, Bert et al. [2012] computed only a 

limited number of cross correlation coefficients 

in order to reduce the computation time. They 

determine the limited range based on the reso-

lution for their microphone array. Even though 

the number of computations is reduced, there 

are still unnecessary correlation coefficients be-

ing computed because only one correct value is 

required. To speed up the TDOA estimation in 



Vol.22  No.3 Fast Time Difference of Arrival Estimation for Sound Source Localization using Partial Cross Correlation 107

time domain by reducing the number of compu-

tations, we suggest a partial cross correlation 

method. 

In our work, we achieve speed improvement 

by using the signal energy levels [Halim et al., 

2011] to skew the time domain cross correlation 

computation into only one direction instead of 

computing it for both positive and negative lag 

values, as in the traditional method [Halim et 

al., 2011; John et al., 2004]. Firstly, we deter-

mine the relevant lag range [Bert et al., 2012] 

by computing the maximum and minimum pos-

sible delays. Secondly, we estimate the energies 

of the channel 1 and channel 2 components of 

the captured signal. The signal energies are used 

to predict the direction in which the cross cor-

relation should be computed. After that, we com-

pute only a limited number of cross correlation 

coefficients in the predicted direction, and then 

we compute the azimuth of the sound source 

based on the TDOA value obtained. The partial 

cross correlation achieves approximately 50% 

reduction in the computation time of the tradi-

tional time domain cross correlation, which 

makes the TDOA estimation 2 times faster.

The organization of this paper is as follows. 

The TDOA method is described in chapter 2. 

Chapter 3 describes the partial cross correla-

tion, 4 describes the azimuth computation, 5 

presents our experiments and discussion and 

the conclusion is presented in chapter 6.

2. Time Difference of Arrival 

The Time Difference of Arrival (TDOA) value 

is the time it takes for sound to arrive at the 

second sensor once the first sensor has detected 

the sound. It is based on the principle of inter-

aural time difference (ITD) used by mammals 

[David and Benedikt, 2003]. <Figure 1> illus-

trates the interaural time difference. The sound 

signal takes a time t1 to reach the left mic, L, 

and it takes an extra time t2 for the same signal 

to reach the right mic, R. This is because the 

left mic is closer to the sound source. 

<Figure 1> Illustration of Interaural Time Difference (ITD)

The time domain TDOA is computed by im-

plementing the cross correlation function which 

is used to compare two signals for maximum 

similarity. The function takes as inputs two 

signals in the form of vectors or arrays, x and 

y, captured from the left and right microphones, 

X and Y. These signals are slid across each 

other, element by element, and a sum of the 

products of the coinciding elements is recorded 

for each slide or shift position (lag value). The 

cross correlation function [John et al., 2004], 

CrossCorr(x, y)(j), is shown in equation 1. The 

offset of the maximum correlation is taken as 

TDOA value, see equation 2.

CrossCorr(x, y)(j) = 




× (1)

    

 



   (2)
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3. Partial Cross Correlation

In order to speed up the TDOA estimation time, 

we propose this partial cross correlation method 

which eliminates most of the computations in 

the traditional time domain cross correlation. In 

this method, we consider only the relevant range 

of delay values by checking the expected resolu-

tion. We also use the energies of the signals to 

predict which part of the correlation function will 

contain the TDOA value. By doing so, we are able 

to compute just a few relevant correlation co-

efficients, which saves a lot of computation time.

3.1 Relevant Lag Range 

Considering our microphone array set-up and 

the expected resolution, only a limited number 

of cross correlation coefficients are required to 

be computed [Bert et al., 2012], from which only 

one offset will be taken as TDOA value. Assu-

ming that the distance between two micro-

phones is d, the velocity of sound is v, and the 

sampling rate is f, we can easily check that the 

maximum delay (τ) in samples that can be esti-

mated is df/v, and the minimal delay is -df/v 

as shown in equation 3. <Figure 2(a)> shows 

the scenarios for maximum and minimum delay 

values, and <Figure 2(b)>  shows the computed 

relevant lag/delay range.

Range = [minτ, maxτ] =







 

 


    (3)

With our microphones set 30cm apart, a sam-

pling rate of 44.1 kHz and the assumed velocity 

of sound being 343m/s, the maximum delay in 

samples that can be estimated is 38 and the min-

imal delay is -38.

(a) Scenarios for min and max delay

(b) Relevant lag range

<Figure 2> Illustration of Relevant Lag Range 

3.2 Signal Energy Estimation

After we determine the relevant lag range, we 

further reduce the amount of computations by 

computing only one half of the lag range. The 

reason is that, there are still too many computa-

tions since the number of multiplications re-

quired to compute each single correlation co-

efficient is directly proportional to the length of 

the signals. Moreover, the required TDOA value 

is either positive or negative in most cases, 

which means that it is not necessary to compute 

all the correlation points within the relevant lag 

range. A large amount of unnecessary multi-

plications can be ignored if we know which part 

of the correlation function contains the TDOA 

value.

In view of this, we estimate the signal en-

ergies [Halim et al., 2011] to predict which part 

of the function contains the TDOA, and then 

we compute the cross correlation into that di-

rection, that is, either for positive or negative 

lags only. <Figure 3> shows a flow diagram of 



Vol.22  No.3 Fast Time Difference of Arrival Estimation for Sound Source Localization using Partial Cross Correlation 109

the direction prediction process. The amplitudes 

of vibration caused by the signal on the receiv-

ing sensor varies according to how close or 

farther away the sound source is, so the micro-

phone that is closer to the sound source is ex-

pected to have a higher energy. It is noted that, 

the microphones used for sound capture must 

be identical in order to get reliable comparison 

between energy estimates.

We estimate the signal energy levels, Ex(left) 

for signal x and Ey(right) for signal y by taking 

a sum of the absolute values of their samples 

[Halim et al., 2011] as shown in equations 4 

and 5. 

Energy of x:   




  (4)

Energy of y:   




  (5)

where N is the signal length and xi and yi are 

the samples of signals x and y respectively.

<Figure 3> Flow Diagram for Direction Prediction

3.3 Partial Cross Correlation using Energy 

Estimation

As mentioned above, we eliminate majority 

of the traditional cross correlation computations 

by computing the limits of the relevant lag 

range which includes positive and negative 

lags. Using the distance between our micro-

phones, our sampling rate and the assumed ve-

locity of sound, we determine the minimum and 

maximum delay in samples as described in sec-

tion 3.1.

Next, we predict which part of the cross cor-

relation function will include the TDOA value 

by using the signal energy levels as described 

in section 3.2. When the energy level of signal 

x is greater than that of signal y, that is, Ex(left) 

> Ey(right), the negative lag values are used in 

the partial cross correlation. Similarly, when the 

energy level of signal y is greater than that of 

signal x, that is, Ex(left) < Ey(right), the positive lag 

values are used as shown in equation 6. We 

name this method the Partial Cross Correlation.

CrossCorr(x, y)(j)

  

=














⋅   






⋅   

        0,       else

  if     ≤ ≤

  if     ≤ ≤  (6)

where maxτ and minτ are df/v and -df/v, and 

Ex(left) and Ey(right) are the energies of signals x 

and y respectively. 
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4. Azimuth Computation

The azimuth calculation [John et al., 2004] is 

dependent on the Time Difference of Arrival 

value. It is basically a computation of the angle 

of incidence of the sound received at the two 

microphones. After the TDOA value is obtained 

by taking the offset of the maximum correlation 

value, the following variables are employed to 

get the value of the angle. The first variable is 

the time increment used for sampling the signals. 

This variable, delta △, is determined from the 

sampling rate used in recording sound. In our 

system, we used a sampling rate of 44.1 kHz, 

that is 44,100 samples per second and our delta 

value is shown in equation 7.

Delta = 


  2.2676×10-5  (7)

Other variables are the velocity of sound, de-

lay time and the distance d between the two 

microphones. The velocity of sound, v, is as-

sumed to be 343m/s and the delay time is the 

delay in samples multiplied by delta, see equa-

tion 8. Azimuth (angle) value  , is derived based 

on the trigonometry function arcsine, as shown 

in equation 9.

                × (8)

                


(9)

5. Experiment and Discussion

This sound source localization method is im-

plemented on an Intel core PC in C++ using 

Portaudio library for real-time audio capture. 

The set-up for our system includes two dy-

namic cardioid microphones set at a distance of 

30cm apart and a pan-tilt camera. The micro-

phones are connected to an M-Audio Mobilepre 

USB multichannel audio interface which takes 

two microphone inputs through its channel 1 

and channel 2 XLR ports, see <Figure 4>.

(a) Multichannel 

audio interface

(b) Two cardioid 

microphones

(c) Pan-tilt 

camera

<Figure 4> Set-up for Experiments

The experimental data we used were stereo 

audio signals captured in real-time by using our 

microphone array. A person stands or sits at a 

distance of at least one meter from the micro-

phone set-up and either speaks out loud or clap 

their hands to generate sound. We capture sound 

for a short period of time and the signal energy 

levels are estimated using equations 4 and 5 

stated in section 3.2. We then estimate the direc-

tion of the sound source in the time domain by 

using both the traditional cross correlation func-

tion and the proposed partial cross correlation 

for TDOA computation and compared their ef-

fect on the speed of the TDOA estimation. 

<Figure 5> shows the flow diagram of the 

sound source localization. Stereo sound is cap-

tured by the use of our microphone array and 

the two components of the signal are passed to 

the cross correlation function for TDOA estima-

tion. After that, the azimuth of the sound source 

is calculated and the value of the angle is used 

to move the pan-tilt camera.
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Scenario/Angle 1 2 3 4 5 6 7 8 9 10 11 12

1/+80 80.12 73.59 73.59 73.59 80.12 80.12 80.12 80.12 73.59 73.59 80.12 80.12

2/+60 65.15 65.15 61.82 65.15 61.82 65.15 65.15 65.15 65.15 65.15 65.15 61.82

3/+45 44.42 44.42 44.42 42.38 42.38 42.38 44.42 42.38 44.42 42.38 44.42 44.42

4/+30 27.81 27.82 26.15 26.15 27.81 29.51 29.51 29.51 31.23 31.23 29.51 29.51

5/+10 7.44 8.94 8.94 8.94 7.44 7.44 10.45 10.45 10.45 10.45 8.94 8.94

6/0 0 -1.48 -1.48 -1.48 1.48 0 1.48 1.48 0 0 0 -1.48

7/-15 -16.57 -16.57 -16.57 -16.57 -16.57 -15.02 -16.57 -16.57 -16.6 15.02 -15.02 -18.12

8/-40 -38.47 -38.47 -40.4 -40.4 -40.4 -40.4 -38.47 -38.47 -38.5 -40.4 -42.38 -38.47

9/-50 -46.54 -46.54 -46.54 -48.75 -46.54 -46.54 -46.54 -46.54 -46.5 -48.75 -48.75 -48.75

10/-60 -58.82 -58.82 -56.06 -58.82 -58.82 -58.82 -58.82 -53.84 -58.8 -58.82 -56.06 -53.84

<Table 2> Results of Angle Tests

<Figure 5> Flow Diagram for Sound Source Localization

A significant improvement in the speed of the 

cross correlation method is seen in the proposed 

partial cross correlation method. There is about 

a 50% reduction in the computation time and the 

speed of the TDOA estimation is 2 times as fast 

as the traditional cross correlation. Furthermore, 

our partial cross correlation shows reliable ac-

curacy in the angle tests, which is comparable to 

that of the traditional cross correlation method. 

The results of our experiments are shown in 

tables 1, 2, 3 and 4. <Table 1> presents a compar-

ison of the computation time spent by the tradi-

tional cross correlation using the relevant lag 

range and the proposed partial cross correlation 

methods. Some results of the angle tests per-

formed with the partial cross correlation method 

are shown in <Table 2>, and the statistics of 

these results are presented in <Table 3>. <Table 

2> shows the angle tests performed in ten differ-

ent scenarios for ten different angles. For each 

scenario corresponding to a particular angle, we 

tested the system 12 times to confirm its accuracy.

<Table 4> shows the performance of our en-

ergy-based direction prediction. It shows the di-

rection predictions made in 10 random scenarios, 

in comparison with their computed delay values. 

Each delay value is the offset of the maximum 

correlation value for the two signals using the 

cross correlation. It shows how much one signal 

lags behind the other in terms of samples. Nega-

tive and positive delay values mean sound origi-

nates from the left and the right sides respecti-

vely. By comparing the predicted direction with the 

cross correlation delay values, we confirmed the 

accuracy of the energy-based direction prediction.

Cross Correlation Method Time Spent(ms)

Relevant Lag Range 13.0

Partial Cross Correlation 7.0

<Table 1> Comparison of Computation Time
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Test
Scenario

Actual
Angle

Average
Angle

Confidence
(Uncertainty)

1 +80 77.39 ±4

2 +60 64.31 ±3

3 +45 43.57 ±1

4 +30 28.95 ±2

5 +10 8.69 ±2

6 0 -0.74 ±2

7 -15 -16.31 ±2

8 -40 -39.43 ±1

9 -50 -47.46 ±2

10 -60 -57.50 ±4

<Table 3> Statistics of the Angle Test Results

Test Ey(right) Ex(left)
Predicted 
Direction

Delay 
Value

1 45.031647 68.428101 Left -7

2 63.609283 94.671051 Left -19

3 31.923920 61.448822 Left -11

4 43.439117 79.583923 Left -25

5 37.790649 57.022675 Left -31

6 96.873901 86.539734 Right 19

7 101.08813 97.115051 Right 27

8 87.131775 82.360647 Right 8

9 93.190979 82.964905 Right 13

10 95.004456 82.597687 Right 38

<Table 4> Predicted Direction by Energy Level vs Delay Value 

by Cross Correlation

The reasons for the significant improvement 

in the computation time of the TDOA estimation 

are, first, the use of a reduced lag range and sec-

ond, the use of energy estimate-based direction 

prediction. Parameters form our experimental 

set-up are used to check the relevant lag range 

needed for the cross correlation by computing 

the maximum and minimum delay values. This 

step initially eliminates majority of the unneces-

sary computations as it reduces the number of 

coefficients to be computed. We do not have to 

compute 2N-1 correlation coefficients as in the 

traditional cross correlation as well as the fre-

quency domain implementation of GCC.

Furthermore, we predict which side of the 

relevant lag range will contain the TDOA val-

ue, and then we proceed by computing only the 

predicted side of the correlation function. We 

make use of the energy levels of the signals to 

predict which part of the cross correlation will 

contain the TDOA value. By computing coeffi-

cients for only half of the relevant lag range, we 

get approximately 50% reduction in the compu-

tation time as compared to the traditional cross 

correlation. This gives a significant increase in 

speed of the TDOA estimation.

6. Conclusion

This paper describes a fast Time Difference 

of Arrival (TDOA) for sound source localization 

using a proposed partial cross correlation in 

time domain. TDOA estimation in the time do-

main is not fast enough, especially when large 

windows of signals are being processed. 

The partial cross correlation method which is 

implemented in time domain is in two steps. 

First, the relevant lag range of the cross corre-

lation is determined in order to avoid computing 

unnecessary coefficients. Secondly, the energy 

levels of the signals are estimated in order to 

predict which part of the relevant lag range 

contains the TDOA value. Specifically, we pre-

dict that the TDOA value will be in the direc-

tion of the signal with higher energy level. The 

cross correlation is then implemented partially, 

in the predicted direction and this drastically 

reduces the computation time. Our experimental 

results show that the proposed partial cross 
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correlation method gives approximately 50% 

reduction in computation time, which speeds up 

the TDOA estimation. It also shows reliable ac-

curacy during the angle tests. Its shorter re-

sponse time for TDOA estimation shows that 

it can be used in real world surveillance appli-

cations for better effectiveness. 

In future, specific audio signals such as screa-

ming or gunshot will be detected prior to the 

TDOA estimation in order to improve the ef-

fectiveness of the system.
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