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Abstract

Financial markets are characterized by large numbers of complex and interacting factors which are 

ill-understood and frequently difficult to measure. Mathematical models developed in finance are precise 

formulations of theories of how these factors interact to produce the market value of financial asset. While 

these models are quite good at predicting these market values, because these forces and their interactions 

are not precisely understood, the model value nevertheless deviates to some extent from the observable 

market value. In this paper we propose a framework for augmenting the predictive capabilities of mathe-

matical model with a learning component which is primed with an initial set of historical data and then 

adjusts its behavior after the event of prediction.
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1. Introduction

Induction is an important aspect of human in-

telligence, enabling us to generalize behavior 

patterns from a collection of individual obser-

vations, and thereby to predict future behavior 

in similar circumstances [Al-Jarrah, 2015]. It is 

clearly a valuable tool in human learning as well 

as human problem solving. While it manifests 

itself in a variety of forms, it can be viewed as 

a process of partitioning a universe of objects 

into subsets or classes in such a way that each 

class is meaningful with respect to some pur-

pose or goal. Such a partitioning is largely de-

pendent upon the relevance of the initial object 

descriptions to the class description that is to 

be learned. Michalski [1983] characterizes in-

duction methods on the basis of the degree of 

this relevance as below:

Complete Relevance All descriptors used in 

depicting objects axe directly relevant to an in-

ductive assertion, which in most cases is a 

mathematical expression of a general form un-

derlying these descriptors.

Partial Relevance Given a large number of 

descriptors, a significant portion of which are 

irrelevant, the learning task is to select the 

most relevant ones for the class description. 

This task is called selective induction.

Indirect Relevance  Given an initial set of 

indirectly relevant descriptors, the learning task 

is to construct descriptors that become directly 

relevant to the class descriptions. This task is 

called constructive induction.

A number of recent learning systems are based 

on the second approach, selective induction. Exam-

ples include AQ1X [Michalski and Chilausky, 

1980], Meta-Dendral [Feigenbaum and Buchanan, 

1993], and CILA [Bloedorn and Wnek, 1995]. 

What is to be learned differs from system to 

system. For example, AQ11 discovers diagnosis 

rules for soybean diseases while Meta-Dendral 

discovers new cleavage rules for mass spectro-

meter.

Consider an example from among many pos-

sible problems in finance which could be ap-

proached by means of an inductive problem-

solving strategy. Determining or predicting the 

market value of financial assets (e.g., stocks, 

bonds, options, etc.), a value which, is greatly 

affected by anticipated returns from the asset, 

is a complex, fuzzy decision-making process 

since the realities of financial markets do not 

allow for revealing accurately its anticipated 

returns. Such a decision can be supported by a 

formal asset valuation model, in that the model 

can determine the “intrinsic” value of asset (the 

asset’s estimated worth in the market) and this 

value can be used as one yardstick for the 

decision. However, such model-estimated pri-

ces generally deviate, sometimes in structurally 

determined ways, from the market-determined 

prices. Characterizing these structural devia-

tions from a collection of performance results of 

the model, with the goal of predicting the mar-

ket value more accurately, is a classic example 

of an induction problem. One may view a de-

scription about the model’s performance for a 

specific asset at a specific moment in time as 

an object, while a pattern of structural devia-

tions derived from an analysis of these objects 

would be a class.
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In general an inductive assertion about ob-

jects in the universe is called a hypothesis. In-

duction systems manipulate these hypotheses 

in such a way that objects within a class (ob-

jects described by the hypothesis) are similar or 

meaningful with respect to some goal. An im-

portant component in induction systems is a 

particular criterion in evaluating goodness of 

hypotheses according to sample data. Some in-

duction systems employ a binary evaluation 

function. The range of values for the binary 

evaluation function is 0 or 1 (that is, negative 

or positive instance). Alternatively, this evalua-

tion function can be defined more flexibly as the 

proportion of correct categorization of objects; 

the range of values is [0, 1]. This function 

which characterizes the degree of goal sat-

isfaction of objects is called the utility function 

[Fayyad et al., 1996].

In selective induction descriptions of classes 

or hypotheses involve no descriptors other than 

those used in describing objects. In general, de-

scriptors of objects can be chosen as abstract 

features or elementary primitives. For instance, 

one may represent a checker board using an ab-

stract feature such as piece advantage, or using 

an elementary primitive such as the contents of 

the individual squares. One general requirement 

for selective induction systems is that these de-

scriptors should be aggregates or abstract fea-

tures that cause the utility function to be uni-

form, smooth, or locally invariant [Rendell, 1983].

In the case of a financial model, one kind of 

attribute in describing objects (instances of the 

pricing model’s performance results) is domain-

specific knowledge which explains the financial 

market’s behavior. Financial domain knowledge, 

however, is generally characterized by incom-

pleteness and fuzziness, and cannot be used as 

abstract features. When these instances are de-

scribed in primitive domain knowledge, the induc-

tive system will provide a very irregular utility 

function, making the induction task more com-

plex. To avoid this problem, inductive systems 

in the financial domain require a scheme in which 

more abstract aggregates or generalizations are 

derived from elementary primitives.

The other requirement for selective induction 

systems in finance is that incremental learning 

is necessary, due both to incomplete domain know-

ledge and to noisy data. In other words, pat-

terns of structural deviation (or classes) learned 

at one point should be modified to accommodate 

more data supplied subsequently, thereby aver-

aging out over the time the influence of irrele-

vant or invalid noisy data.

The purpose of this paper is to describe a 

framework for selective induction systems in 

finance or other domains which are characte-

rized by the unavailability of abstract features 

and the existence of extensive, noisy data. In 

Section 2 we review some incremental learning 

strategies from the literature on machine lear-

ning. Our proposed framework is described in 

Section 3, and some conclusions about this ap-

proach, are presented in Section 4.

2. A Review of Incremental Learning 

Approaches

One of the requirements for selective induc-

tion systems in a financial domain is the use of 
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an incremental learning strategy; when more 

examples become available, hypotheses learned 

at one stage should be modified to accommo-

date them. While most selective induction sys-

tems are capable of accommodating more data 

supplied subsequently, they differ with respect 

to how experience from one stage is fed back 

into the induction process. We categorize the 

incremental learning strategies taken in exist-

ing selective induction systems into two kinds: 

the minimal approach and the iterative approach. 

These two approaches are described in more 

detail below.

2.1 The Minimal Approach

In this approach when new training examples 

are available which are not consistent with the 

current hypothesis, this hypothesis is modified. 

A hypothesis in this approach is considered 

consistent if and only if it agrees with all posi-

tive examples and no negative examples.

Though systems employing this strategy seek 

to find a hypothesis that is consistent with all 

of the training instances obtained so far, the set 

of hypotheses which had been maintained pre-

viously does not have to be considered. An im-

portant assumption made by these systems (e.g., 

the version space [Mitchell, 1982] and AQ11 

[Michalski and Chilausky, 1980]) is that the trai-

ning examples contain no errors and that the 

generalization language is sufficient to describe 

the target concept.

For instance, the version space strategy at-

tempts to maintain the set of hypotheses which 

are plausible at any given time by specifying 

two boundary sets which are of maximally spe-

cific generalizations or maximally general gen-

eralizations consistent with the observed train-

ing instances. These sets are denoted S and G, 

respectively. The version space initially starts 

out as the whole space of all possible hypo-

theses. As more training instances are obtained, 

some hypotheses are removed from this version 

space. More specifically, each positive instance 

makes the set S generalize and each negative 

instance makes the set G specialize. This pro-

cess is continued until these two boundary sets 

are identical, or until no new examples are avai-

lable. <Figure 1> illustrates the basic features 

of this approach.

The target concept is found when these two 

boundary sets become identical. At this point 

there is no further need of incremental learning; 

new training instances which completely agree 

with this concept will be determined as positive 

instances, and all other instances as negative. 

Thus, while the concept is incompletely learned, 

this strategy utilizes a minimal incremental lear-

ning approach because there is no need to look 

up either previous training instances or previously 

maintained hypotheses. Once the concept is com-

pletely learned, in the sense that the sets S and 

G are identical, no further incremental learning 

is employed.

<Figure 1> The Minimal Approach to Incremental Learning
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<Figure 2> The Iterative Approach to Incremental Learning

<Figure 3> An Example of Class Representation

It is easy to see why this approach fails to 

acquire the correct concept when errors exist in 

training instances. Any noisy instance can make 

these two boundary sets, S and G, overly gener-

alized or overly specialized. Once some hypoth-

eses are eliminated from the version space, they 

cannot be recovered even though it may have 

been an erroneous instance which caused the 

elimination. For these reasons, this strategy is 

not a viable one for finance problems which 

abound with noisy data. 

2.2 The Iterative Approach

While the minimal approach revises the cur-

rent hypotheses only when new training exam-

ples do not agree with them, the induction proc-

ess in the iterative approach is rerun from 

scratch on all the available instance including 

the “new arrivals”. The essence of the iterative 

approach is to partition massive amounts of data 

into maximally dissimilar classes. Each time the 

system is run to construct new classes, all the 

training instances supplied thus far will be par-

titioned. This approach is shown in <Figure 2>.

An example of systems employing this ap-

proach is the Probabilistic Learning System 

(PLS) [Rendell, 1983]. The domain of PLS is 

heuristic search problems. Each node developed 

in the search tree is mapped as a point in fea-

ture space. For example, a node in the search 

tree for the fifteen puzzle may be defined using 

features such as ‘sum of distance of tiles from 

home’ and ‘number of pair reversals’. The goal 

of PLS is to construct a predictive heuristic 

function based on the feature vector. The prob-

ability of a node’s being on a goal state, not the 

path distance from the goal state, is used as a 

basis for this heuristic function. This proba-

bility is called utility. The strategy employed is 

to partition a universe of objects (nodes) so that 

one class is meaningfully different from another 

while objects within the class are similar; that 

is, each class will have roughly similar utility.

In the fifteen puzzle problem each class is de-

scribed rectangularly, or more specifically, as a 

conjunction of feature ranges, as shown in <Figure 

3>. As an example, the leftmost rectangle in 

Figure 3 represents the class more formally de-

scribed as (0 < x1 < 4)∩(0 < x2 < 3). It denotes 

that objects within this class (that is, nodes in 

the search tree which are described so in terms 

of the feature vector) will appear in a goal state 

with a probability of .7. The use of such rectangles 

as an economical way to represent and to manipu-

late classes has also been shared by other in-

duction systems (e.g., [Samuel, 2000]).
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The induction task is to develop a set of 

classes such that objects within a class will be-

come consistent or similar according to the utility 

function. More specifically, the task begins with 

one large region which covers all objects; noth-

ing more specific has yet been learned. PLS 

splits a region into two subregions in the most 

desirable way. In an attempt to ease computa-

tional complexity which may be caused in find-

ing the best hyperplane for splitting, PLS makes 

a decision that regions should remain rectan-

gular and be oriented with the feature space 

axes. The inductive criterion used in determin-

ing the dissimilarity measure between two classes 

reflects the uncertainty around descriptions of 

classes. This inductive criterion will be discussed 

and compared in more detail in the next section.

This iterative strategy has the capability to 

accommodate noisy data and facilitates the pro-

cess of incremental learning. At the conclusion 

of one iteration, the new experience gained is 

fed back into the set of objects used in con-

structing the original classes, and the class con-

struction process is rerun from scratch. Though 

this approach allows for the discovery of max-

imally (or optimally) dissimilar classes, its com-

putational requirements can be enormous. This 

problem is especially apparent in financial in-

duction systems, which have at their disposal a 

huge amount of data (transactions) for analysis 

in the construction of classes.

2.3 Comments on the Above Classification

The two approaches discussed above presume 

that training examples are supplied to the lear-

ning system on an ongoing basis, not all at 

once. In other words, the training examples sup-

plied for the construction of initial classes do 

not correspond to the complete set of training 

examples available in the domain.

In some situations, the learning system needs 

to discover a most efficient classification under 

the assumption that all available examples are 

given at the time of construction. In such cases, 

an incremental learning approach is unnecessary. 

Nevertheless, should that assumption prove false, 

the system could be easily converted to reflect 

new training examples through the adoption of 

an iterative incremental learning approach.

For instance, ID3 [Quinlan, 1983] seeks to cre-

ate a decision tree which correctly classifies all 

the given objects. Here each object is described 

in terms of a fixed set of attributes, each having 

its own set of possible values. Initially, the deci-

sion tree has one root node which corresponds 

to the whole universe. Then the system selects 

one attribute whose information-theoretic value 

appears to be greater than the others, and con-

structs a set of child nodes based upon the val-

ues of the selected attribute. This process con-

tinues until no more discrimination is needed or 

the attributes are exhausted. As a result, the 

depth of the decision tree is at most the number 

of attributes. In this way the final decision tree 

becomes minimal in the sense that the expected 

number of tests to classify an object is mini-

mized.

Suppose objects continue to be supplied to 

the classification system, and the system aims 
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to repeatedly discover a most efficient classi-

fication procedure from the set of objects avail-

able at that time. Then it is obvious that when-

ever more objects are available the classification 

process can be rerun based on the whole set of 

examples including the “new arrivals.” The de-

cision trees which had been previously main-

tained have no influence on the one yet to be 

discovered; this is equivalent to the iterative 

incremental learning approach. Similarly, some 

learning systems [Hunt and Stone, 1966] re-

quiring the existence of the complete set of 

training examples can be easily modified to do 

iterative incremental learning 

3. A Contingent Incremental Learning 

Approach

The minimal incremental learning approach 

discussed above has limited use in financial ap-

plications, due both to the inability of this ap-

proach to handle noisy data, and to the incom-

plete state of the domain knowledge in many fi-

nancial applications. The enormous computa-

tional requirements inherent in the iterative ap-

proach also contraindicate its use in financial 

domains which have a wealth of available data. 

In this section we present a variation on the in-

cremental approach, which we call contingent 

incremental learning, which reconstructs cla-

sses or concepts only when they are no longer 

coherent. Since this approach maintains the set 

of constructed classes explicitly over time, the 

system can select for reconstruction of the class 

most susceptible to instability due to the addi-

tion of new examples. Whether to maintain or 

invalidate a class already “discovered” by the 

system will be contingent explicitly on its co-

herence. In order to be able to fully illustrate 

this approach, we first must describe the repre-

sentation of objects and classes in the system. 

This will lead to our further discussion about 

a technique for deriving from primitive descrip-

tors more aggregate ones.

3.1 Representation of Objects

In general, selective induction systems re-

quire that attributes used in describing objects 

be abstract features so that the utility function 

indicating the degree of goal-satisfaction of ob-

jects can be smooth. One kind of attribute for 

explaining the behavior of a financial market is 

domain-specific knowledge.

Domain knowledge in finance, however, is in-

complete and fuzzy. For instance, a piece of do-

main knowledge is just one factor out of hun-

dreds or perhaps thousands of factors explain-

ing the deviation of model prices from actual 

prices. The exact consequence of that particular 

factor, however, cannot be easily expressed. Fur-

thermore, the interdependence among many fac-

tors is complex and not well-understood. In this 

environment, therefore, an induction system would 

provide very irregular utility functions making 

the induction task more complex. To avoid this 

problem, induction systems in financial domains 

need scheme of deriving abstract aggregates 

from fuzzy factors.

One type of aggregate description which can 
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be derived is the average performance results 

of the asset valuation model for a set of trans-

actions which are identical with respect to a cer-

tain range of market influence. For example, 

one such aggregate factor might be the average 

deviation of the model’s prices from the actual 

prices for options on the same underlying stock.

In finance it is common practice to distinguish 

different ranges of market influences; as an ex-

ample, the financial market’s influence on a par-

ticular asset can be separated into a number of 

different ranges of influence, or scopes. Scopes 

range from very general (e.g., all options traded 

on the same day) to more and more specific 

(e.g., all options with the same expiration date 

which are traded on the same day). <Table 1> 

describes four such scopes of influence for the 

case of stock options. As a particular example, 

we could look at some specific options and as-

sociate them with these scopes, as shown in 

<Figure 4>. So, for instance, one may say that 

two different options within the box labelled 

Scope 3 would be influenced identically with 

respect to Scope 3.

Thus, the number of features used in describ-

ing the pricing model’s performance in a partic-

ular transaction viewed as an object will corre-

spond to the number of these scopes. The value 

of each attribute is the average deviation of model 

prices from actual prices for all transactions which 

were described identically according to that scope. 

So we can represent an object as a vector X = 

(x1, x2, …, xn) where n is the number of attri-

butes or features and x1 corresponds to an ave-

rage deviation of model prices from actual prices 

with respect to the ith scope.

3.2 Representation of Class

We are using induction in the sense of parti-

tioning a universe of objects-in this case the 

pricing of a particular object on a specific day - 

into subsets or classes in such a way that each 

class is meaningful with respect to some pur-

pose or goal. The degree of goal-satisfaction of 

an object x is called its utility. One may inter-

pret it as the credibility of the hypothesis “ob-

ject x will contribute to the goal”, where the 

goal here is to reduce the difference between 

the model-predicted price and the observed mar-

ket price.

One way of measuring this utility is as the 

probability of the hypothesis that the object x 

will be in the desired class. In supervised learn-

ing where there is a priori classification of ex-

amples, or where there exists a teacher who can 

definitely determine examples as positive or 

negative, the utility function u(x) is 1 or 0. Other-

wise, u(x) is some probability value between 1 

and 0.

Scope

1

a range of influence where all options in the 

market on a particular day axe affected 

identically;

Scope

2

a range of influence where all options with 

the same underlying stock which are traded 

on the same day are affected identically;

Scope

3

a range of influence where all options with 

the same striking price which are traded on 

the same day are affected identically

Scope

4

a range of influence where all options with 

the same expiration date which are traded 

on the same day are

affected identically

<Table 1> Four Scopes of Influence on Options
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No. Trading date stock striking price expiration

1

2

3

4

Jan. 8, 1987

Jan. 8, 1987

Jan. 8, 1987

Jan. 8, 1987

IBM

IBM

IBM

IBM

$10

$10

$15

$15

Jan.

April

Jan.

April

<Figure 4> Options and Associated Scopes 

In our financial model a class is represented 

by its description and behavior. First of all, a 

class is described by a number of features, each 

feature reflecting the average deviation of model 

prices for a scope. As in PLS, its description is 

a conjunction of feature ranges (a1 < s1 < b1) 

∩…∩ (a4 < s4 < b4) where si refers to the ith 

scope. If a class were described with only two 

features, it could be represented by a rectangle 

as shown in <Figure 3>. For example, a class 

or concept represented by the leftmost rectangle 

in <Figure 2> is described as (0 < x1 < 4)∩ 

(0 < x2 < 3). In the general case involving n 

features, an n-dimensional space is required. 

Along with its description, we also represent 

the behavior of a class as the probabilities of 

the occurrence of some event. The event in PLS, 

for instance, is concerned with whether a partic-

ular state in the state space will lead to a goal 

state. The leftmost class in <Figure 2> repre-

sents that objects within this class will lead to 

the goal state at the probability of .7. In our finan-

cial model the event is the performance of an 

asset valuation model compared to the actual 

market prices. In other words, a class’s behavior 

is concerned with whether the asset pricing 

model would overprice (or underprice) actual 

prices of the transactions belonging to this class. 

One may classify the deviation in the model’s 

performance with an arbitrarily graduated scale. 

For some purposes a scale with seven gradations 

might be sufficient, such as “highly overpricing”, 

“moderately overpricing”, “slightly overpricing”, 

“nearly accurate”, “slightly underpricing”, “mode-

rately underpricing”, and “highly underpricing.” 

Thus, a class’s behavior is represented in terms 

of a probability for each of these scales.

3.3 Discovery of Initial Classes

In general, the induction task is largely de-

pendent on the kind of information supplied to 

the induction system. Financial data accumulate 

continuously and in an uncontrollable manner. 

Since capturing all of this continuous stream of 

data is usually impractical, the financial ana-

lysts typically use some periodically aggregated 

data (e.g., daily, weekly, monthly) in studying 

financial processes. Once generated, these data 

are stored as historical information.

This issue raises the following question: How 

much historical data (training examples) are 

needed in constructing an initial set of classes?. 

The comparatively low quality of financial data 

suggests that the induction system be offered 

a large amount of data for constructing the initial 

classes. Since vast amounts of historical data are 

always available, the system designer can em-
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<Figure 5> A General Architecture of Financial Induction Systems

ploy an arbitrarily large period of historical data.

Until the initial classes are constructed, the 

induction task cannot be evaluated. After its con-

struction, the system attempts to predict the be-

havior of the financial markets. In an incre-

mental learning system, a comparison of the sys-

tem’s prediction with the actual prices will invoke 

reconstruction of these classes. Accordingly, a 

general financial induction system includes three 

subtasks: initial discovery, prediction, and re-

construction; <Figure 5> shows a general archi-

tecture of such a system.

Initially, the induction system begins with one 

large region (or polyhedron) in n- dimensions 

which covers all historical data of a certain ini-

tial period. This is the initial “class”, which ini-

tially includes every transaction. Using the known 

performance results on historical data, the sys-

tem then attempts to refine this class, which it 

does by splitting this region into two subre-

gions in such a way that each subregion is mea-

ningful with respect to the performance results 

of an asset pricing model in financial markets. 

Such splitting is continued until it is determined 

that each region cannot be further split into two 

subregions, each coherent in its own right. The 

main question involved in this process is how 

to select a hyperplane which would split one 

region into its two most dissimilar subregions.

The criterion for assessing hypotheses is called 

the inductive criterion [Watanabe, 1969] or in-

ductive bias [Mitchell, 1980]. The study of me-

thods to evaluate this inductive criterion has been 

one of main interests for machine learning re-

search. Quinlan’s ID3 [Quinlan, 1983] uses an in-

formation theoretic approach to discover a classi-

fication rule (decision tree) for a collection of ob-

jects, each being described in terms of a fixed 

set of attributes. The idea in this approach is to 

order these attributes according to their infor-

mation-theoretic value; the information-theore-

tic value for each attribute is measured and the 

one leading to the largest increase in this value 

is selected as the one which contributes the next 

branch of the decision tree. In this way the final 

decision tree becomes minimal or the expected 

number of tests to classify an object is minimized.

As an alternative to ID3, Rendell [1983] pro-

posed a probability-based discrimination mea-

sure. This is based on a dissimilarity measure 

which takes into account the probabilistic utility 

for two subclasses under consideration. One may 

derive from this dissimilarity measure the in-

formation-theoretic measure employed in ID3. 

Since this measure also reflects the statistically 

defined error factor, it tends to produce more 

reliable inductive criterion for small or non-ran-

dom samples [Rendell, 1986]. However, whether 

two classes axe similar or dissimilar is depend-

ent on a specific value of this measure. More 

specifically, if this measure gives a positive 

value, two clusters are evaluated as dissimilar, 

otherwise as similar. However, this measure may 
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not be applied when the behavior of a class is 

scaled into more than these two gradations of 

positive and negative, (e.g., into underpricing, 

nearly accurate, and overpricing.)

Hart [1986] proposed the x2-statistic discri-

mination measure as an alternative to ID3 s in-

formation-theoretic approach. The ID3 algo-

rithm selects one attribute with the largest in-

crease in the information-theoretic value for the 

next branch of the tree. Since it does not discrim-

inate between a substantial increase and a negli-

gible increase, the resulting decision tree can be 

highly sensitive to small changes in the training 

set. However, the x2-statistic measure selects 

only the attribute with the highest and suffi-

ciently significant x
2
-value. Moreover, the level 

of significance can be easily adjusted by using 

various critical values for this x2 statistic.

Consider attribute A with possible values A1, 

…, Aα and classes C1,…, Cγ. Let the total num-

ber of cases considered be N. Then, the x2-val-

ue is defined as shown in <Figure 6>. Here oi,j 

is the number of observed cases with value Aj 

in class Ci and is the expected number of cases 

with value Ai in class Ci. The idea behind the 

use of the x2-statistic is that a particular attri-

bute will not be a good discriminator when the 

values of the attribute are randomly distributed 

over these classes. In other words, any clump-

ing or deviation from randomness will signify a 

good discriminator. So the question is to choose 

the best discriminator, that is, the attribute with 

the highest x2-value.

However, one attribute with the highest x
2
_ 

value may turn out to be insignificant at a given 

critical level. One useful characteristic of the 

x
2
-statistic is that the significance of the x

2
- 

value can be set to a certain critical value (e.g., 

5%). Whenever the highest x2-value attribute 

is determined as insignificant, the splitting pro-

cess will halt.

The algorithm shown in <Figure 7> refines 

the region h, generating two refined regions 

called h1 and h2. The use of the threshold- 

critical-value, and the fact that the choices on 

where to split a region are based upon dis-

crete increments in the range of each regions, 

guarantees that only a finite number of poten-

tial hyperplanes is considered, and that even-

tually further splitting will not produce a suf-

ficient x2-value; therefore the algorithm even-

tually will terminate, yielding a finite set of 

regions.

 

 


where

oi,j = the number of cases with values Aj in class Ci

ei,j = 



df = (i1)×(j1); degrees of freedom

<Figure 6> Definition of x
2
-statistic

3.4 Reconstruction of Classes

The initial classes learned at one point should 

be modified to accommodate more data supplied 

in the future. However, the iterative incremen-

tal learning approach may not be practical due 

to its enormous computational requirements. To 

keep the reconstruction cost at a minimum, the 

system has to be able to identify those classes 

susceptible for reconstruction. This can be done 
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SPLIT(h)

  best-hp, best-value, subregion 1, subregion 2 := 0

   WHILE ∃ any untried hyperplane, oriented with 

the axes, 

  DO

     Let a hyperplane chosen be current-hp

     Let the two temporary subregions of h be h1 

and h2

     Let the x2-value of current-hp be Measure

     If Measure is significant at level of α (say, 5%)

Measure > best-value

     THEN

       best-hp := current-hp

       best-value := Measure 

       subregion 1 := h1

       subregion 2 := h2

  IF best-hp ≠ 0

THEN

       H1 := subregion 1

       H2 := subregion 2

       SPLIT(H1)

       SPLIT(H2)

ELSE

    Quit

<Figure 7> The Clustering Algorithm

<Figure 8> Example of the Class Tree

by maintaining explicitly the previously con-

structed classes. This idea is similar to the ver-

sion space [Mitchell, 1982] in that both strat-

egies take a conservative approach to modify-

ing classes (or concepts). However, the version 

space method keeps only a set of currently con-

sistent hypotheses, not the previously main-

tained ones, thus making it impossible to refute 

decisions made at earlier stages. 

The initial classes formulated by the cluster-

ing algorithm in Section 3.3 will form a binary 

tree structure. The root node in the tree refers 

to the database of all objects and the clustering 

algorithm splits a node into its two descendant 

nodes. <Figure 8> shows an example of such 

a tree. The root node of each subtree has non-

empty left and right son nodes.

After its construction of initial classes, the in-

duction system can perform the desired goal of 

predicting the behavior of the financial markets. 

When predicting, only the leaf nodes of the tree 

will be employed since they represent the cur-

rent set of most-specific classes. In other words, 

the prediction process is concerned with which 

of the leaf classes will be applied to predict an 

asset pricing model’s behavior for a given tran-

saction. This prediction will be performed for 

each of transactions which are supplied to the 

induction system at any time.

At the conclusion of a round of predictions, 

the predicted objects will be attached to the 

corresponding leaf classes. In order to maintain 

the set of classes coherently over time, the de-

gree of cohesiveness of these leaf classes should 

be determined again. The same x2-statistic can 

be used for this.
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RECONSTRUCTION 

Let a set of the attached leaf-nodes be L

WHILE L≠ 0

DO

Select from Lone leaf-node, l, with the lowest depth 

L := L-{l}

     BEST-DISCRIMINATOR(l)

     IF best-value < the lowest threshold

             THEN Let the father node of l be f

L := L+{f }-{f's descendants}

     ELSE

             IF best-value > the highest threshold 

             THEN

                    F1 := subregion 1

                    F2 := subregion 2 

                    SPLIT(F1)

                    SPLIT(F2)

             ELSE

                quit

<Figure 9> The Reconstruction Algorithm

Recall that when discovering these initial 

classes, a certain critical value was used as a 

threshold to determine the coherence of classes. 

If the x
2
-value was below the level of this 

threshold, the class was treated as incoherent, 

otherwise, as coherent. One would use the same 

critical value for determining the coherence of 

the leaf-classes after more objects were added 

to them. Whenever a leaf-class produces a x2- 

value below the threshold value, its parent sub-

tree would be reevaluated for possible splitting 

or further invalidating. This approach may lead 

to frequent invalidation of classes, deteriorating 

the efficiency of the induction system due to 

continual computation. 

One approach effective in reducing the com-

putational requirements of the refinement proc-

ess is to use two threshold values, an upper and 

a lower. The upper threshold will be used for 

determining whether classes are coherent, and 

the lower one for determining whether they are 

incoherent. Thus, a leaf-class will be invali-

dated only when its x2-value is insignificant at 

the level of the lower threshold. We call this 

strategy contingent incremental learning.

<Figure 9> shows the contingent learning 

algorithm. Those leaf nodes which are “candi-

dates” for reevaluation because they have more 

training instances attached, have their signi-

ficance recomputed by this algorithm. Depen-

ding upon the value of this significance, a leaf 

class may be further split or invalidated. If the 

probability is below the lower threshold, the 

leaf-class is invalidated. In this case, its parent 

will become a leaf-node and all of the descend-

ants of this new leaf node will be invalidated.

<Figure 10> shows this reconstruction pro-

cess. Suppose that two leaf nodes, n2 and n3 in 

the original tree were used for prediction and 

were candidates for reevaluation. Moreover sup-

pose that 5% and 10% are used for the upper 

and lower threshold values, respectively. If the 

leaf-node class is significant at the level of the 

upper threshold, it is further split as in the ini-

tial splitting process. So, for example node n2 

is split. Since node n3 is insignificant at the 

level of the lower threshold, node n3 is made 

a leaf node, invalidating all of its descendants. 

If a leaf class is significant at the level of the 

lower threshold, but not at the upper one, no 

modification of this node is made.
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<Figure 10> An Example of Class Refinement

We believe that this two-valued threshold 

approach may be natural to problems in finance, 

since a financial expert’s risk-taking behavior 

in the financial markets can usually be descri-

bed using such a range. Such range-determined 

behavior motivates our use of an upper and 

lower threshold on the cohesiveness of a class. 

Since different experts may have different ran-

ges, the contingent learning strategy can to this 

extent be individualized to take into account a 

particular financial expert’s own range of risk- 

taking behavior.

4. Evaluation of Our Approach

The main objective of our approach is to pre-

dict option prices more accurately than the Black- 

Scholes option pricing model by adjusting the 

behavior of the Black-Scholes option pricing 

model. We call our approach designed to tune 

an option pricing model as TOP. The first hy-

pothesis is described as below:

H1: The ratio of deviations of TOP’s prediction 

and the actual prices is less than the ratio 

of the option pricing model’s prediction and 

the actual price.

It was also our belief that TOP would predict 

more accurately with the set of deviation pat-

terns whose cohesiveness have been main-

tained over time than with the initial set of de-

viation patterns which may no longer be co-

hesive. The second hypothesis is described as 

below:

H2: The ratio of deviations of TOP’s adjusted 

model price from actual price is smaller 

than that of the ‘unlearned’ adjusted model 

price of TOP.

4.1 The Evaluation Approach

Constructing a set of initial deviation patterns 

needs a considerable amount of historical data. 

For our evaluation, we used three months of 

data (from 5/16/84 to 8/15/84) of past daily op-

tion transaction data. The performance evalua-

tion of TOP that we conducted was based on 

the following month of past option transactions 

(from 8/16 to 9/15/84). An adjusted model price 

for each of these upcoming options was com-

pared against its actual price with an assump-

tion that the actual price is unknown at the time 

of TOP’s prediction.

The option prices data was obtained from 

IDC. Historical volatilities for these underlying 
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stocks were gathered Daily Graph for the cor-

responding period. For the computation of the 

risk-free rate, the current market price of a 

U.S. Treasury bill maturing at about the same 

time as the option was taken from Wall Street 

Journal. Other data used in describing the mod-

el’s behavior were gathered from many differ-

ent sources such as Standard and Poor’s Daily 

Stock Record, Federal Reserve Bulletin, and 

Daily Graph.

4.2 Evaluation Results

A paired, one-tailed t-test was performed to 

show the result as below:

Ratio of 

Deviation
# of cases Mean

Std. 

Deviation

TOP 389 12.46 11.74

B-S model 389 15.06 19.44   

t-value: -2.75, 1-tail Probability: 0.003.

Since the sign of t is the opposite of that ex-

pected, our hypothesis is unsupported. A careful 

analysis was undertaken to re-examine our eva-

luation scheme. Option price, in general, is di-

rectly related to the divergence between its stri-

king price and the current price of its underlying 

stock, since the holder of an option can make 

a profit only when the striking price is less than 

the current price of the underlying stock on the 

expiration date. We therefore decided to exam-

ine the TOP’s performance in these two different 

cases (in-the-money and out-of-the-money op-

tions), since it was suspected that the TOP’s poor 

performance was related to a different variability 

of these two groups of options. 

The same t-test was performed separately 

for these two groups. The results are as below:

Group 1: In-the-money option

Ratio of 

Deviation
# of cases Mean

Std. 

Deviation

B-S model 200 8.42 7.05

TOP 200 6.82 5.32

t-value: -3.74, 1-tail Probability: 0.000.

Group 2: Out-of-the-money option

Ratio of 

Deviation
# of cases Mean

Std. 

Deviation

B-S model 187 16.87 14.02

TOP 187 23.96 24.59

t-value: -3.83, 1-tail Probability: 0.000.

What we can conclude form the above analy-

sis is that, for the group of in-the-money op-

tions, TOP performed better than the option 

pricing model while the option pricing model by 

itself worked better for the group of out-of-the 

money options. As a matter of fact, out-of-the- 

money options are not under the consideration 

for investment because investors could pur-

chase the real stock for a lower price.

We also tested the second hypothesis to pro-

duce the following results:

Ratio of 

Deviation
# of cases Mean

Std. 

Deviation

Unlearned 389 19.21 26.71

Learned 389 15.06 19.44

t-value: 4.82, 1-tail Probability: 0.000.

Since the sign of t is as expected and the 

one-tail probability is smaller than the critical 

value, our hypothesis that TOP with the ‘lear-

ning’ capability performs better than the ‘unlear-

ning’ TOP is supported.
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5. Conclusions

This paper provides a framework for se-

lective induction systems in those financial do-

mains characterized by the unavailability of ab-

stract features and by the existence of ex-

tensive historical data which are nevertheless 

likely to be noisy. To derive abstract features 

which will be used in describing objects, the in-

duction system groups into a class a set of ob-

jects characterized identically according to a 

certain range of market influence. Toward this 

end, one may separate the influence of the fi-

nancial market on a given asset into any num-

ber of different ranges.

The proposed induction framework utilizes a 

contingent incremental learning approach which 

adjusts its classification scheme only when the 

classes are deemed to be no longer coherent. 

This approach explicitly maintains a set of pre-

viously constructed classes organized as a bi-

nary tree. After an initialization phase based 

upon a set of historical data, the system enters 

a dual mode of a phase of predictive activity 

followed by a phase of contingent learning. The 

performance results of a predictive phase are 

used in the subsequent learning phase to read-

just the current set of coherent classes, The 

coherence of each affected class is reevaluated, 

potentially leading to further splitting or in-

validating. The use of two threshold values to 

guide this phase prevents excessive invalida-

tion of classes which might be caused by noisy 

data. In this way, the induction system can main-

tain a coherent set of classes over time. The 

statistical measure of coherence appears mean-

ingful since it seems to model the risk-taking 

behavior of financial expertise.

The implementation of the prototype and its 

subsequent evaluation provide tangible evidence 

that this approach is viable.
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