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Abstract
Human action recognition has become an important research topic in computer vision area recently due to many applica-

tions in the real world, such as video surveillance, video retrieval, video analysis, and human-computer interaction. The

goal of this paper is to evaluate descriptors which have recently been used in action recognition, namely Histogram of

Oriented Gradient (HOG) and Histogram of Optical Flow (HOF). This paper also proposes new descriptors to represent

the change of points within each part of a human body, caused by actions named as Histogram of Changing Points (HCP)

and so-called Average Speed (AS) which measures the average speed of actions. The descriptors are combined to build a

strong descriptor to represent human actions by modeling the information about appearance, local motion, and changes

on each part of the body, as well as motion speed. The effectiveness of these new descriptors is evaluated in the experi-

ments on KTH and Hollywood datasets.
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I. INTRODUCTION

Human actions convey essential information in videos.

With the rapid growth of computer vision, intelligent

camera systems, and robotics in the society nowadays,

human action recognition, which aims to recognize the

human actions from a series of observations in the video,

has become an important research topic. 

Action recognition has many challenging problems.

First, the number of human actions is various, so recog-

nizing all kinds of human activity in a video is impossible

and it depends on training datasets. Second, even for the

current state-of-the-art algorithms, human action recogni-

tion requires the modelling of the actions in very high

dimensional feature spaces; thus, it is very computation-

ally expensive. Third, the intra-class variation of each

human action is very large, due to the different camera

viewpoints or different humans, leading to a low recogni-

tion rate [1-6].

The goal of this paper is to make the human action rec-

ognition system more practicable in real-time applica-

tions by improving the recognition rate and accelerating

the process to be real-time. The most time-consuming

step is the representation of actions in video sequences,

because it has to deal with a large number of features.

Hence, the overall performance can be enhanced by

reducing the runtime in this step.

The appearance and motion information of action in

the video can be encoded by the Histogram of Oriented

Gradient (HOG) and the Histogram of Optical Flow (HOF)
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[7]. In order to better represent the speed and movement

characteristics of human actions, two novel descriptors

are proposed, so-called the Histogram of Changing Points

(HCP) and Average Speed (AS). The combination of

these descriptors, e.g., HOG, HOF, HCP, and AS, is

proven to be a stronger descriptor for describing the inter-

ested features by experimental results. 

The main contributions of this work are as follows: 
● Two new descriptors, namely HCP and AS, are pro-

posed. The HCP descriptor provides the information

on how much the interested points are changed,

caused by the action with a low computational time.

The AS descriptor presents the speed of actions.
● Evaluation of features for human recognition—the

performance of the popular features like HOG and

HOF—is evaluated in the aspect of human action

recognition. Furthermore, the trajectory information,

HOG, and HOF are combined with the newly pro-

posed features of HCP and AS to build a stronger

descriptor. By combining those descriptors, the shape,

appearance, motion, and speed characteristics of

human actions are modelled. The improvement of the

combined descriptor is proven through several exper-

iments on different public datasets below.

The paper is organized in 7 sections. Section II reviews

the methods related to our work. Overview of our approach

is presented in Section III. Section IV describes the

descriptors used in this work, including the proposed

descriptors. Section V details the use of these descriptors

in combination with support vector machine (SVM) for

the action classifier. Section VI presents the results of our

experiments based on KTH and Hollywood2 dataset, and

Section VII concludes the work and discusses the future

study.

II. RELATED WORKS

Local space-time features have been successfully applied

to action recognition recently. Many different space time

feature detectors and descriptors have been proposed in

recent years [6-10]. Laptev [7] introduced these features

by outstretching the Harris detector for a video. Other

approaches in this group are based on the Gabor filter [8],

the Hessian matrix [11], and the dense sampling [1], and

so on. The role of feature detectors is locating the stable

feature points in the spatio-temporal space by maximiz-

ing specific saliency functions. As mentioned in [6], the

spatio-temporal salient features are used to detect local

motion, and they represent video sequences in space and

time dimensions.

The space descriptors of 1D or 2D are also proposed,

which use gradient information, optical flow, and bright-

ness information [4, 8] for the 3D spatio-temporal of

image descriptors such as the 3D-SIFT [12], HOG [13],

and LBP-TOP [2, 3, 14]. However, using the 1D or 2D

space descriptors to model the video will lose the infor-

mation in the temporal space; thus, the video is better

represented by using the 3D time space descriptors.

Many kinds of trackers have also been applied to the

action recognition task recently, such as the KLT tracker

[15, 16], the SIFT tracker [17], and the dense sampling

tracker [1]. Among them, the dense sampling tracker

shows better results on the sparse interest points for

action classification [18]. Wang et al. [1, 19] worked on

the evaluation for these three trackers and proved that the

dense sampling gives the best performance for action rec-

ognition task. Table 1 lists the performance on the previ-

ous researches on the controlled dataset (KTH) and the

uncontrolled dataset (Hollywoods2).

This paper therefore focuses on evaluating and improv-

ing descriptors for the recognition of human actions in

uncontrolled scene videos. In the paper, the dense trajec-

tory [2], HOG/HOF [4], HCP, and AS descriptors were

combined to create a robust descriptor for representing

the video sequences. This paper derives dense trajectory

as the work of Wang et al. [1], where points are densely

sampled and tracked by using the optical flow informa-

tion. The HOG/HOF descriptor is detailed in [4] for char-

acterizing the local motion and appearance; the HCP

descriptor represents movement characteristics; and the

AS descriptor describes the speed of human movement.

III. SYSTEM OVERVIEW

The diagram of the human action recognition system

of this work is shown in Fig. 1. First, a human detector,

such as background subtraction, Motion2D [20], and

Calvin upper-body detection [21] which only detects

upper-body, is applied to detect human regions. For KTH

dataset, our method uses background subtraction method

for the detection of human; this dataset has a simple

background while Motion2D [20] is used in the Holly-

wood dataset because it has more complex scenes. Inter-

ested points are first detected by dense sampling in the

video frame, and then tracked through L frames in the

videos to provide the trajectory. Once the trajectory has

an expected length, human regions will be described by

descriptors such as HOG, HOF, HCP, and AS, based on

these interested points. 

In order to include the local changing information

between human parts, the HCP descriptor is proposed;

also, the average speed of human motion is modeled by

Table 1. Comparison accuracy of human action recognition in
previous researches

KTH dataset (%) Hollywood2 dataset (%)

Laptev et al. [4] 91.8 50.9

Wang et al. [1] 95.8 58.3
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the proposed AS descriptor. The proposed descriptors are

then combined with the well-known HOG and HOF to

generate a stronger descriptor.

After extracting the descriptors, the classifier is trained

by SVM [22] because the classification as SVM has been

proved to be one of the best classifiers for the human

action recognition task [1, 12, 15, 17, 19].

IV. DESCRIPTORS

A. Dense Sampling

Image representation plays pivotal roles in many com-

puter vision tasks, such as image understanding, object

recognition, and scene classification. Solid local feature

extraction provides abundant information for the robust-

ness to deformation and occlusions, which has been a

fundamental topic since decades ago. Among them, two

of the most common techniques are sophisticated interest

points (Harris, Hessian matrix, Gabor filter, etc.) [7, 8,

11] and dense sampled points [1, 19]. Interested point

detectors are focused on ‘interesting’ local regions that

can help in building the correspondences between images

of the same objects or scenes. To this end, high repeat-

ability is required, which is guaranteed by the accuracy

and reliability of the feature extraction procedure. Dense

sampling descriptors on a regular grid can overcome sev-

eral drawbacks of interest points, which include limited

information, limited coverage regions, and subjective prior

knowledge. Dense sampling method has recently demon-

strated significant performance in image interpretation,

classification, or other tasks.

In order to deal with the scaling factor of humans in

videos, the feature points are calculated on many image

hierarchical resolution levels. These points are densely

sampled on a grid spaced by W × W pixels. Experimental

results show that W = 5 is the optimal grid size for all

actions in our experimental datasets. In this work, three

scales for video frames are considered, and the spatial

scale is modified by a factor of 1/ 2. The number of

tracked points is downsized by the algorithm of Shi and

Tomasi [23]. Depending upon this work [23], the points

on the grid are removed; and the sampled points, whose

eigenvalues of the auto-correlation matrix are smaller

than a threshold T, are deleted in the trajectory.

B. Dense Trajectory

The dense trajectory is generated based on dense local

patches. In this study, the dense trajectory is adopted by

the work of Wang et al. [1]. After filtering, sampled

points are tracked though L video frames to give enough

length for the trajectory. These frames are then repre-

sented by the HOG, HOF, HCP, and AS descriptors,

which will be presented in detail in the next sections.

To compute the dense trajectories, the local patches are

sampled as the dense sampling, as described in Section

IV-A. Tracking is performed on patches by the median

filter in a dense optical flow. Each point Pt = (xt, yt) at

frame t is matched to another patch (or point) Pt+1 at

frame t+1 by the following equation:

(1)

where H is the median filter, and w = (ut, vt) is the optical

flow. The dense optical flow is computed by using the

Farneback algorithm [24]. The drifting problem is avoided

by setting the maximum length of the trajectory. Experi-

ments in this work show that using the maximum length

of 15 gives the best results. This step is applied to the tra-

jectories whose length exceeds a threshold T.

The shape of the trajectory (the shape of motion) is presented

by encoding the local motion patterns. This work defines that

the vector of the sequence is 

where . In order to

make the trajectory shape descriptor invariant to scale

changes, the concatenated vector is normalized by the

overall magnitude of motion displacements: 

(2)

where L = 15 is maximum length of trajectories. Thus,

the trajectory descriptor has the length of 30 (for both x-

direction and y-direction).

C. Histogram of Optical Flow/Histogram of
Oriented Gradient

1) Histogram of Optical Flow

The optical flow is calculated by using Farneback

algorithm [24]. The aligned window sequence is used to

compute optical flow in the consecutive frames. As shown

 

Pt 1+ xt 1+ , yt 1+( ) xt, yt( ) H w×+= =

T Pt∆ , Pt 1+∆ , ..., Pt L 1+ +∆( )=

Pt∆ Pt 1+ Pt–( ) xt 1+ xt– , yt 1+ yt–( )= =

TS T

Pj∆t L 1–+

j=t∑
-------------------------=

Fig. 1. System overview of human action recognition.
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in Fig. 2, the optical flow vectors calculated between two

frames indicate the directions of motion. Therefore, the

histogram of optical flow field contains huge information

about motions in a video. Let  be the direction of

optical flow vector at the pixel (x, y) in frame I; and θi is

defined by:

(3)

where dx and dy are the displacements in the x and y direc-

tions, respectively, . These orientations in

the human block are accumulated into a histogram, which

is then normalized as in Eq. (9) through the length of tra-

jectory L.

(4)

The vector of HOF value is calculated by Eq. (4),

where j is the current frame, L is the length of trajectory,

and f is HOF value of i-th frame. The dimension of the

HOF in one frame is 8.

2) Histogram of Oriented Gradient

The HOG, introduced in [26] for action recognition, is

a descriptor used for the purpose of object detection in

image processing and computer vision areas. This

method counts the occurrences of gradient orientation in

the localized portions of an image.

The HOG descriptor has some advantages in represen-

tation of the moving object. Because the HOG descriptor

operates on localized blocks, it is invariant to the local

geometric and photometric transformations. The HOG

descriptor is particularly suitable for describing actions. 

At the first step, the x and y derivatives of the grey

scale image are computed by applying the Sobel operator

[26] as:

(5)

(6)

After calculating x, y derivatives (denoted by Ix and Iy,

respectively), the magnitude and orientation of the gradi-

ent is computed as:

(7)

and

(8)

where .

The second step is to compute 9-bin histograms at

descriptor blocks, based on the orientation. The size of

block is the same as that of the blocks of the HCP

descriptor that will be detailed in the next section. For

each pixel, the orientation is used to decide the bin for

voting, with the weight of corresponding magnitude |G|.

The histogram is accumulated through L frames to gener-

ate the HOG descriptor, and the L value is set up at 15 in

our experiments.

The third step is to normalize the block’s orientation

histogram. Although there are three different methods for

block normalization, the l2-norm normalization is imple-

mented as the following equation:

(9)

where f is normalized vector of v which is the orientation

histogram vector, and e is a constant of exponential number.

As described above, the HOG value is calculated as 9-

bin histogram descriptor describing the local appearance,

and it is considered in space-time volume by the follow-

ing equation:

(10)

where j is the current frame, L is length of trajectory, and

f is HOG value at frame j.  has 9 dimensions as

the HOG dimension.

D. Histogram of Changing Points

In order to distinguish actions more accurately, this

paper proposes a new descriptor named HCP to represent

the local motion of each block inside the detection win-

dow. To compute the HCP descriptor, the detection win-

dow is divided into n × n blocks (the value of n is 5 in

Fig. 3). As shown in Fig. 3, the change of interested points,

in terms of position, was concentrated on the yellow regions

where the thicker border indicates the higher change of

interested points. The positions of interested points are

much different between ‘Running’ action (Fig. 3(a)) and

‘Walking’ action (Fig. 3(b)) in the same camera view.

Therefore, the HCP vector is an informative descriptor

for distinguishing action labels for actions with large

movements of body parts.

The procedure below is repeated in each frame. If the
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Fig. 2. An illustration of the optical flow coloring scheme.
Reproduced with permission from [25]. 
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number of interest points within block k at the i-frame is

, the change in number of interest points in each

block  is calculated frame by frame using the follow-

ing equation:

(11)

where k=1,2,…,n2. Then, total change in interest points

ωi for a given frame i is calculated and accumulated

through the operation, by using the equation below:

(12)

Finally, the changing percentage in the number of

interest points (PC) for all of the blocks is calculated by

the following equation:

(13)

The value of  is the changing percentage of the

number of interest points in frame j at block k represent-

ing the magnitude of movement caused by the action in

the block. It can be different in some actions carried out

by the upper body and in other actions carried out by the

lower body, such as ‘boxing’ and ‘walking’. Therefore,

the HCP descriptor is an informative descriptor for distin-

guishing actions in videos, as described in the equation.

The HCP is calculated by accumulating PC value from L

frames, as shown in Eq. (14):

DescHCP = (14)

where n × n is the number of divided blobs, and  is

the change value of the block i at frame j. This vector rep-

resents the movement property in each part of an object

caused by actions. Consequently, the HCP vector pro-

vides significant information to describe human actions in

a video, which is proven as an effective descriptor for

increasing the recognition rate in this problem.

E. Average Speed

This paper also proposes the AS descriptor that accu-

mulates the average speed of all interested points in cur-

rent frame to represent the speed of the human motion.

The speed of a point can be decomposed into two direc-

tions, x and y, as the following equations show:

(15)

(16)

(17)

where  is the coordinate of the point Pi, and SPi
 is

the speed of the point Pi. The speed of a point is calcu-

lated based on the distance of the interested point,

between the current frame and the previous frame on x

and y directions. Therefore, average speed is then calcu-

lated as a summation of the speed of interested points

divided by the number of interested points:

(18)

where AS is the average speed of interested points in the

current frame, F is video frame rate value, and T is the

number of interested points. The value of AS, which is the

speed of human actions, represents average speed of

interested points. This means that the descriptor is signifi-

cant for distinguishing human actions with different speeds.

F. The Proposed Combination Descriptor 

In this paper, the motions are described by combining

the HOG, HOF, HCP, and AS descriptors. The HOG

descriptor focuses on the static appearance information,

whereas the HOF descriptor captures the local motion

information. Calculating the HOG and HOF descriptors

along the dense trajectories provides the tracking of

appearance and local motions information. This combina-

tion guarantees that the features of motion are extracted

with the dense trajectories to characterize shape and

motion. Moreover, this method also proposes a descriptor

for calculating the change of actions at different body

parts, called the HCP descriptor. The combined descrip-

tor also contains the trajectory information, namely the

shape of trajectories derived from Eq. (2). Consequently,

the combined descriptor contains information of HOG,

HOF, HCP, and AS descriptors, as shown in Eq. (19):
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Fig. 3. Different HCP vector between running and walking action.
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(19)

where TS is the shape of the trajectory computed by

Eq. (2).

At this step, the optical flow field is already calculated

when generating the dense trajectory. By combining

these descriptors, the new descriptor can represent human

actions in more detail, in terms of appearance, local

motion, motion change, and motion speed. The length of

the combined descriptor is the total length of these five

descriptors at 30 + 9 + 8 + n2 + 1 = 48 + n2  dimensions.

Almost all previous approaches have calculated descrip-

tors on the entire frame, which is leading to a time-con-

suming process. For reducing the descriptor computation

time, this work only considers human body regions. In

this paper, for the static scene dataset KTH, where there

is only one actor, the background subtraction and Motion2D

are used to detect the human region. For Hollywood2, the

cameras are moving, so we use Motion2D and the Calvin

upper-body detector [21]. This detector returns bounding

boxes fitting the head and upper half of torso of a person,

which segment the video frame into foreground/back-

ground corresponding to person/non-person regions. As

shown in Fig. 3, the results of human detection have high

probability of obtaining the objects of people, in terms of

motion or a moving state, significantly reducing the pro-

cessing time.

V. CLASSIFICATION

In machine learning, the SVMs, introduced in [22], are

supervised learning models with associated learning algo-

rithms that analyze data and recognize patterns which are

used for classification and regression analysis. Given a

set of training examples, each is marked as belonging to

one of the two categories. The SVM model is a represen-

tation of the examples as points in space, which is mapped

so that the examples of the separate categories are divided

by a clear gap that is as wide as possible. 

In classification, a multi SVMs model is utilized for

training with the RBF χ2 kernel (EMD kernel) [7]. As

similar to [1], the different descriptors are combined in

multi channels approach:

(20)

where  is the χ2 distance (or the EMD distance)

between video xi and video xj, with respect to c-channel.

Mc is the mean value of the χ2 distance between the train-

ing samples for the c-channel. 

The one-against-rest approach, which trains the classi-

fier for each possible pair of classes, is used for multi

classification and the class is assigned with the highest

score. For each new test pattern, all binary classifiers are

evaluated, and the pattern is assigned to the class that is

chosen by the majority of classifiers.

VI. EXPERIMENTS

A. Dataset

1) KTH Dataset

The KTH is an action video dataset published in 2004

by Laptev et al. [27]. This dataset contains six kinds of

actions as follows: walking, jogging, running, boxing,

hand waving, and hand clapping. Each action type was

performed several times by 25 people in four different

scenarios as follows: outdoors s1, outdoors with scale

variation s2, outdoors with different clothes s3, and indoors

s4. Currently, this dataset contains 2,391 sequences. All

sequences were taken over the homogeneous back-

grounds with a static camera with 25 fps. The sequences

were down-sampled to the spatial resolution of 160 × 120

pixels, and they have a length of four seconds on average.

Therefore, there are 25 × 6 × 4 = 600 video files for each

combination of 25 subjects, 6 actions, and 4 scenarios.

We followed the original experimental setup of [1] that

divides the samples into test sets (9 subjects: 2, 3, 5, 6, 7,

8, 9, 10, and 22) and training sets (the remaining 16 sub-

jects). This work trains and evaluates multi-class classifi-

ers and reports the accuracy average over all classes. 

2) Hollywood2 Dataset

The Hollywood2 action dataset contains 12 classes

associated with 12 actions as follows: answer phone,

driver car, eat, fight person, get out of car, hand shake,

hug person, kiss, run, sit down, sit up, and stand up. All

samples were collected by the means of automatic scrip-

to-video alignment in combination with text-based scrip

classification. This dataset includes the videos for train-

ing, testing, and automatic training subset; the test subset

is provided with manually checked action labels. In total,

there are 1,707 video sequences which are divided into a

training set (823 sequences) and a testing set (884 sequences).

Training and testing sequences come from different movies.

B. Experiments

1) Accuracy Evaluation

The accuracy of human action recognition is evaluated

on two datasets, which are described in the previous sec-

tion called KTH and Hollywood2 dataset. Table 2 dis-

plays the average accuracy over all classes of this work,

compared with the state-of-the-art human action recogni-

tion methods recently used on the KTH dataset.

As shown in Table 2, the average accuracy achieves

Desc TS DescHOG DescHOF DescHCP DescAS∪ ∪ ∪ ∪=

H xi, xj( ) exp
D xi

c
, xj

c( )
M

c
--------------------
c∑–⎝ ⎠

⎛ ⎞=

D xi
c
, xj

c( )
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96.20% on the KTH dataset comparing with the previous

methods. This table proves that our proposed descriptors

(HCP, AS) and human detection algorithm for recogniz-

ing actions in a video is very accurate.

Table 3 evaluates the accuracy of each descriptor and

combined descriptor. This table shows that almost all the

chosen descriptors are impressive, regarding the preci-

sion of the recognition system. Among them, the HCP/

AS descriptor is the most informative descriptor for

human actions, with the accuracy as 95.88% and 58.90%

in the KTH and Hollywood2 dataset, respectively. Conse-

quently, the speed of actions and change characterized by

each part of the body are informative descriptor for dis-

tinguishing usual actions. These two descriptors increase

the accuracy of our human action recognition system,

meanwhile reducing the processing time for each video

frame. By combining HOG/HOF and HCP/AS descrip-

tors with dense trajectory, our proposed approach shows

that the accuracy of this system is 96.20% on KTH

dataset and 60.01% on Hollywood dataset.

2) Processing Time

The results of Table 4 show a significant improvement

achieved by our method, when compared to other recently

reported results on the same dataset and obtained by

using the same experimental settings. For evaluating our

approach, several experiments on the KTH and Hollywood2

dataset were conducted. 

The number of frames per second is also shown in

Table 4, which proves that recognition actions inside

human regions can improve the performances and pro-

cessing time. Therefore, this method is meaningful for

various descriptors, especially with the descriptors that

generate a large number of features, such as the dense tra-

jectory descriptor. This table also presents the effective-

ness of our approach that detects human regions before

calculating descriptors. The descriptors are only calcu-

lated on human regions and not on all pixels inside the

frame, so the number of frames per second is dramati-

cally increased to 10 frames per second.

VII. CONCLUSION

There are many detectors which can be used for detect-

ing features in a video. Among them, the dense sampling

is proven to bring high accuracy for action recognition in

a video. This paper is different from the previous approaches

toward action recognition, as we only processed human

regions by the background subtraction, Motion2D, and

Calvin detect upper-body algorithms, and not the entire

video frame; so, the processing time is reduced apprecia-

bly. To achieve high accuracy for the human action rec-

ognition problem, the method to represent actions is

important. This paper chose the combination of the dense

trajectory, HOG/HOF, and HCP/AS descriptors to repre-

sent actions on a video frame, because it is a combination

of the action speed, trajectory shape, appearance, and

motion information of the video. Hence, they can provide

meaningful information for recognizing human actions. 

This work proposes the HCP/AS descriptor that is more

operative if the human block is divided into many small

blocks, with increasing n. However, when n is increased,

this algorithm becomes more time-consuming. Therefore,

we have to choose n that suits for both the processing

time and accuracy. In our experiments, 5 is the best value

of n.

For the feature improvement, this work can use algo-

rithms to detect parts of the body, such as the poselet

approach, then apply the HCP descriptor to represent

each part of the body. This idea makes descriptor more

distinguishable for human actions, especially for small

actions.
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Table 2. Mean average accuracy over all classes and processing
time, comparing with state-of-the-art method on KTH dataset

Method Average accuracy (%)

Laptev et al. [4] 91.80

Wang et al. [1] 95.88

Proposed method 96.20

Table 3. Evaluation of each descriptor on KTH and Hollywood
dataset (%)

Dataset HOG/HOF HCP/AS Combination

KTH 92.20 95.88 96.20

Hollywood2 46.30 58.90 60.01

HOF: Histogram of Oriented Gradient, HOF: Histogram of Optical

Flow, HCP: Histogram of Changing Points, AS: Average Speed.

Table 4. Comparison of number of frames per second with
state-of-the-art method in computing descriptors process

Descriptor
Dense + 

HCP/AS

Dense + 

HOG/HOF
Combination

Wang et al. [19] NA 2.4 NA

Present study 18 15 13

HOF: Histogram of Oriented Gradient, HOF: Histogram of Optical

Flow, HCP: Histogram of Changing Points, AS: Average Speed.
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