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Abstract 
 

Image projectors can turn any surface into a display. Integrating a surface projection with a 

user interface transforms it into an interactive display with many possible applications. Hand 

gesture interfaces are often used with projector-camera systems. Hand detection through color 

image processing is affected by the surrounding environment. The lack of illumination and 

color details greatly influences the detection process and drops the recognition success rate. In 

addition, there can be interference from the projection system itself due to image projection. In 

order to overcome these problems, a gesture interface based on depth images is proposed for 

projected surfaces. In this paper, a depth camera is used for hand recognition and for 

effectively extracting the area of the hand from the scene. A hand detection and finger tracking 

method based on depth images is proposed. Based on the proposed method, a touch interface 

for the projected surface is implemented and evaluated. 
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1. Introduction 

Keyboards and mouse devices are perhaps the most familiar interface tools humans use to 

interact with computers. However, the ever growing popularity of smart devices have exposed 

and familiarized many with the comfort of natural user interfaces, such as multi-touch screens 

and spatial gestures. Vision and gesture-based human computer interaction is a prominent and 

ongoing research area, and significant research has been carried out to bridge the gap between 

the physical world and digital information, making human computer interaction more friendly 

and intuitive [1]. 

Displays and screens provide easy and comfortable visual cue for human computer 

interaction. Various kinds of information can be displayed for the human user to interact with. 

Image projectors can turn any surface into a display. Integrating a surface projection with a 

user interface transforms it into an interactive display with many possible applications. Hand 

gesture interfaces are often used with projector-camera systems. The projector projects the 

display on any surface providing visual information to the human user, and a camera is used to 

detect the hand gesture of the user for interaction, effectively creating an interactive display. 

Many different methods are used for hand detection and gesture recognition. The method 

based on calculating image pixel differences using multiple cameras requires significant 

computation time, making it unsuitable for real-time applications. The method using color 

images depends on the surrounding environment which affects the recognition rate. Recently, 

low-cost depth cameras have become available in the market, enabling their use in hand 

detection and gesture recognition. A depth camera is a range imaging camera system that 

resolves distance based on the known speed of light. It measures the time-of-flight of a light 

signal between the camera and the subject to construct an image based on distance or depth. 

In this paper, an effective hand detection method based on the depth information from a 

depth image camera is presented to be used as gesture interface for projected surfaces. The 

proposed method can be used to turn any smooth surface into an interactive workspace without 

compromising performance due to environmental conditions. The proposed method is not 

affected by environmental factors such as illumination or glare, color of the table, or hand cast 

shadows. In Section 2, previous works done in image projection and gesture-based input are 

reviewed. Section 3 provides details of the gesture interface which involves, hand detection 

and finger tracking. Implementation and evaluation of the gesture interface is provided in 

Section 4, by mapping the gesture interface to a mouse-control system. Concluding remarks 

and future work are discussed in Section 5. 

2. Related Work 

Numerous research has been carried out in integrating projector-camera systems with gesture 

interfaces. Xu et al. introduced a gesture interface based on the shadow derived by the 

projector [2]. Shadows can provide a simple interface between human and computer systems, 

but ideal lighting conditions are required for creating shadows that are well recognized. A 

computer vision based projected tabletop interface which can be controlled by finger gestures 

is proposed in [3]. A webcam is used for tracking fingers offering economic and practical way 

of interaction. However, this solution is also influenced by lighting conditions of the 

environment. In addition, a touch-less, gesture-based computer control system with dedicated 
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interactive whiteboard application that uses versatile components, i.e., a PC, webcam, and 

multimedia projector, has been presented in [4]. Goto et al. have also developed an interface 

system that enables the user to input and obtain information in the environment with a 

projector-camera system [5]. This system uses skin color detection for hand detection, which 

can be influenced by the environment. Shah et al. have considered portbility and mobility for 

the projector-camera system and employed a pocket projector in their system [6]. The system 

proposed by Zeng et al. in [7] employs a thermal camera for robust human body segmentation 

to handle the complex background and varying illumination posed by the projector. While 

providing good performance, the use of thermal cameras may not be practical for common 

users. In [8], J. Hu et al. propose a bare-finger touch based interactive projection system that 

can be applied to mobile devices. The system is based on detecting the distortion of the 

projected button when a finger is placed on top of it. This system needs further work on 

detecting touch events on the projected screen. Tang et al. introduce Gesture Viewport in [9], a 

projector-camera system that enables finger gesture interactions with media content on any 

surface. Gesture Viewport uses detection of occlusion patterns inside a virtual sensor grid. 

Although computationally efficient, the virtual sensor grid is rendered on top of the view 

surface causing interference with the media content which maybe undesirable. Another 

off-the-shelf vision based projector-camera system for human-computer interface is 

introduced in [10]. Hand segmentation is done by combining contrast saliency and region 

discontinuity. Touch detection is done by exploiting the homography mapping between the 

projector’s display panel and the camera’s image plane. The system’s hand segmentation 

processing needs improvement because computation will increase when it comes to 

processing multihand interface. 

 

3. Gesture Interface 

3.1 Overview 

The depth camera used in the proposed projector-camera system is Kinect. However, any 

other depth cameras can be used. Depth cameras illuminate the scene with infrared light and 

measure the time-of-flight to determine the distance to the objects in the scene and build a 

depth image. The Kinect has a color and a 2 megapixel grayscale chip with IR (infrared) filter.  

The overall flow of the gesture interface is as shown in Fig. 1. Depth image data is received 

from the depth camera. From the depth image objects are differentiated and the hand and 

fingers are detected. Fingertip detection is performed to determine the possible gestures and 

hand/finger movement. RANSAC (Random Sample Consensus) is used to determine the pivot 

or the orientation of the hand. The outline of the hand detected is smoothened. Convex-Hull is 

used to extract the fingertip. Further details of the gesture interface are given in subsequent 

sections. 
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Fig. 1. Gesture block diagram 

 

3.2 Object Detection 

Background subtraction is performed using the depth images acquired to extract objects in the 

foreground. Using the depth information from a depth image camera, the static depth image 

information can be saved. By comparing the stored information with real-time depth image 

information, dynamic depth image information can be determined. If it is determined to be a 

dynamic depth image, moving objects can be recognized. If the static portion of the image is 

given a value of 0, an image with dynamic depth information can be extracted as shown in Fig. 

2.  
 

 
Fig. 2. Dynamic depth image information 

 

Binary conversion is performed on the information from the depth image acquired, and 

Blob labeling algorithm is applied as shown in Fig. 3. Blob labeling, also known as 
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connected-component labeling, is a well known method used in hand detection [11], [12]. 

After the objects are segregated by labeling the dynamic objects, pixels with values above or 

below the set threshold values are removed. Noise is further eliminated through the erosion 

and dilation process. The region of interest within the hand area can be set, and by using the 

number of pixels in the hand area, the center of the hand area can be inferred. 
 

 
Fig. 3. Blob labeling of a binary image 

 

3.3 Hand Area Detection 

Blob labeling is a detection method that can be used not only with depth image cameras but 

also with color video cameras. However, hand detection using color images is not reliable 

when there is not enough illumination in the surrounding environment. If poor quality color is 

acquired then the detection rate drops as well. Therefore, depth image camera is used because 

it is not influenced by the surroundings. The data obtained from the depth camera undergoes 

blob labeling and the center of the hand area is inferred. The hand area is then extracted using 

area expansion method based on depth difference. The depth value is used as the criteria for 

area expansion. If the depth value is similar, the area is expanded. In order to avoid drastic area 

expansion, a global threshold value is used to limit area expansion. 
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Equations (1) to (5) are used to determine area expansion. Dt(n,m) in (2) is the depth value 

of the pixel used to determine current expansion where n and m are x and y coordinates, 

respectively. Dt-1(c,r) is depth value of the pixel from the previous expansion where c and r are 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 9, NO. 1, January 2015                                         383 

x and y coordinates, respectively. Based on the depth value of the base coordinate, if it is below 

threshold value (ThDepth), then the area is expanded. The threshold value is used to define the 

connection between the object’s previous pixel and pixel considered for expansion. If the 

difference in depth value of the pixels being compared is less than the threshold, then it is most 

likely hand area. Otherwise, if the difference in depth value is greater than threshold, then it is 

most likely background. (3) provides the conditions to limit the area of expansion. It compares 

the center point (CDepth) with the global threshold value (ThGlobalDepth) to restrict the range of the 

allowed depth for area expansion. Thc in (4) is the threshold value count. Through 

experimentation, the depth value at the center of the hand is set by using a first degree 

polynomial as the threshold value. In order to restrict the expansion area size, the expansion 

count (Growcount) is accumulated so that the range is restricted up to the value of threshold 

count (Thc). (5) limits the area expansion range by using the Euclidean distance of the pixel to 

be expanded from the center coordinate. Conditions are checked for 8 surrounding directions 

relative to the center point. For all pixels considered for expansion, if the conditions of (1) are 

satisfied then the area is expanded. If conditions of (2) are not met, then it is indicated as a 

green contour. If conditions of (3) to (5) are not satisfied, then it is determined as a pixel that 

exceeds the threshold area and indicated as a yellow line, meaning an invalid boundary line. 

Fig. 4 shows the screen that displays the pixels that satisfy the area expansion condition from 

the center point and the 8 direction detection method for each pixel. 
 

 
Fig. 4. Image after completion of area expansion and detection method in 8 directions 

 

3.4 Fingertip Extraction 

Using the previous area expansion, the border of the hand area can be detected but it contains a 

lot of noise. K-cosine is used for finger detection [13]. The noise can affect the computation of 

K-cosine and generate errors. Therefore, diverse methods such as first order differentiation, 

second order differentiation, Laplacian, etc., should be used as contour extraction methods to 

renew the contour and perform smoothing of the contour on its respective coordinates. 
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After detecting the contour of the hand, (6) is used to define ai(K) = Pi+k - Pi and bi(K) = Pi-k 

- Pi. θ is defined as the angle between ai(K) and bi(K) as shown in Fig. 5. 
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Fig. 5. Measurements using K-cosine 

 

The Pi at the fingertips has aiy(K) > 0 and biy(K) > 0  characteristics. The Pi at the valley 

between the fingers has aiy(K) < 0 and biy(K) < 0 characteristics. The Pi at the edge of the hand 

other than fingers has aiy(K)∙biy(K) < 0 characteristic. Using these characteristics, the value of 

the cosθi that are not part of the fingers are all processed as 0, as seen in Fig. 6. 

 

 
Fig. 6. Finger detection characteristics using K-cosine 

 

 Among the values of cosθi obtained using K-cosine, the contours with cosθi ≠ 0 are grouped 

in their corresponding arrays. The point with the greatest cosθi  value in each array is 

determined to be the hand endpoint. The number of hand endpoint detected becomes the 

number of fingers. Fig. 7 shows the output image using K-cosine excluding 0 values and the 

output image with the largest cosθi values as the hand endpoints. 

 

 
Fig. 7. Output of hand endpoints 

 

3.5 Touch-point Setting 

In previous methods, to output the point at the fingertip, information on hand movement, 

number of fingers used, etc. need to be supplied as input. In this paper, the intention is to 

implement touch gesture using the fingers over a table surface. Therefore, the depth camera is 
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positioned in such a way so that it is facing downwards towards the ground. Determining the 

touch gesture on the surface of the table relying only on fingertip information is not useful 

because of the big margin of error. 

Using the fingertip as the base a set area is created. Using the center point of the area created, 

the center of the finger is determined.  Using the hand endpoint obtained by K-cosine as the 

center, a circle is formed depending on the hand area depth data. The information of the image 

created and the existing hand area information is binary encoded and the AND operation is 

performed on the two images. A new image is then created using only the intersecting parts. 

Find Contour is used on the new image to determine how many divided pixels are there for 

each hand area object in order to find the center point of each group pixel. The center 

coordinate obtained is located approximately in the middle of the fingernail. 

Fig. 8 shows the creation of the circle around the hand endpoint (b), results after performing 

AND operation with the binary image of the hand (c), and the center coordinates of the output 

pixels (d). 

 

 
Fig. 8. Obtaining finger center points through AND operation 

 

3.6 Hand Pivot Inspection 

The Random Sample Consensus (RANSAC) algorithm is a method used to predict model 

parameters from noisy data [14]. It randomly samples a minimum amount of data necessary 

from the original data to determine the model parameters. The value is computed repeatedly 

until an optimal value is found. This method is opposite in concept from the traditional 

statistical methods. Most of the methods use as much data as possible to obtain an initial value, 

and based on the result irrelevant data are eliminated. RANSAC uses a small amount of initial 

data to expand the set of consistent data. RANSAC can be applied to the hand image in the 

following way. From the detected hand are two pixel points are randomly sampled. A linear 

equation is obtained from the two selected points. Points with distances that are below a 

certain threshold value are included in the linear set. A linear equation that includes most of 

the points in the set is computed. The number of pixels included in the linear equation is used 

to compute suitability. After several iterations, the linear equation with the best suitability is 

obtained which indicates the pivot of the hand area. 

Fig. 9 shows the application of RANSAC on the hand area obtained. The pivot is 

determined even with diverse changes in the finger forms. Accurate rotation angle 

computation is possible when the hand is rotated or changed. 
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Fig. 9. RANSAC output results 

4. Implementation and Analysis 

Fig. 10 shows the basic projector-camera system setup. The PC used to process depth data and 

gesture related algorithms uses a 2.40 GHz processor, a 450 MHz GPU, and 4 GB of RAM. 

The application is built in Windows environment, using Kinect SDK and OpenCV. The depth 

information is obtained using the imageStreamGetNextFrame() API function, and the depth 

values are stored in a 16-bit 320x240 array. The stored depth values are quantized and mapped 

to grayscale values from 1 to 255 for visual representation. 

 

 
Fig. 10. Depth image and its corresponding cursor location on PC 

 

Using the method from section 3.5, the finger center point is used to control the cursor and 

test the operation of the touch gesture at the location moved. Since the touch gesture system is 

still in its early stages of development, the movement portion of the interface is initially tested. 

The actual operation of the gesture will be further developed during the later stages. At this 

time, the movement of the finger is coordinated with the movement of the mouse pointer on 

the screen. GetSystemMetrics() Windows API function is used to get the screen resolution 

currently used. Dividing this by the depth image generation window size and multiplying the 
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result to the finger center point, we can make the cursor from the screen move proportional to 

the depth image (7). 
 

)/( DepthSizescreenSizecentercoord                                                (7) 

 

Fig. 11 shows the how the finger center point from the depth image can be used to set the 

coordinates obtained from (7) to mouse coordinates. It can be seen that the location of the 

depth image resembles the Windows coordinates. For touch recognition, the object’s height 

information saved in the table from section 2.1 is used. The depth value at the finger 

coordinates is compared with this information. If the difference is under a certain value, then it 

is in touch state. Otherwise, it is not. The mouse_event can be used to apply the UP, DOWN 

status of the mouse button. Fig. 12 shows a snapshot of Windows manipulation using touch 

gestures on the projected surface. 
 

 
Fig. 11. Depth image and its corresponding cursor location on PC 

 

 
Fig. 12. Controlling the PC using touch gestures on the projected surface 

 

Fig. 13 shows the graphical output representation to verify the touch gesture. The green line 

shows the depth or the height of the detected fingertip. The green peaks indicate that the 

fingertip is moving away from the surface or moving closer to the camera. The green valleys 

indicate that the fingertip is moving towards the surface or moving away from the camera. The 

red portion of the graph indicates that the fingertip is touching the surface. If two red areas are 

detected consecutively, then it is considered as a double-click. When you click and drag on the 

surface, the output is shown as in the right. 
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Fig. 13. Graph for touch verification 

 

The average execution time of the key blocks of gesture recognition is shown in Table 1. It 

can be seen that the implementation is suitable for real-time use. 
 

Table 1. Average execution time measured 

Block Time in seconds 

Blob Labeling 0.00415 

Hand Extraction 0.00125 

Fingertip Extraction 0.00225 

RANSAC 0.00343 

5. Conclusion 

In this paper, a gesture interface that can be used with projected surfaces is discussed. The 

projector-camera system proposed employs a depth camera, and the depth image data from the 

camera is used for hand detection. Since the depth camera measures the time-of-flight of a 

light signal between the camera and the subject for each point of the image, it is not susceptible 

to illumination or lighting conditions of the environment. The method developed does not use 

skin color information from color images, but relies solely on depth image information to 

detect the hand area. Therefore, it can detect the hand in dark places, and it is not influenced by 

the surroundings, enabling robust detection. 

A method for determining fingertips from the hand area detected is also discussed. A 

preliminary discussion on its application for touch-based systems is also carried out. The 

fingertips are determined from the hand area. The centers of the fingertips are determined and 

their position converted to real coordinates to be used in a touch-based system. As future work, 

more work on touch-based system implementation needs to be done by creating diverse 

dynamic gestures. 
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