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Abstract—This paper presents the design of a low-
power, low area 256-radix 16-bit crossbar switch 
employing a 2D Hyper-X network topology. The 
Hyper-X crossbar switch realizes the high radix of 
256 by hierarchically combining a set of 4-radix sub-
switches and applies three modifications to the basic 
Hyper-X topology in order to mitigate the adverse 
scaling of power consumption and propagation delay 
with the increasing radix. For instance, by restricting 
the directions in which signals can be routed, by 
restricting the ports to which signals can be connected, 
and by replacing the column-wise routes with 
diagonal routes, the fanout of each circuit node can be 
substantially reduced from 256 to 4~8. The proposed 
256-radix, 16-bit crossbar switch is designed in a 
65 nm CMOS and occupies the total area of 
0.93×1.25 mm2. The simulated worst-case delay and 
power dissipation are 641 ps and 13.01 W when 
operating at a 1.2 V supply and 1 GHz frequency. In 
comparison with the state-of-the-art designs, the 
proposed crossbar switch design achieves the best 
energy-delay efficiency of 2.203 cycle/ns·fJ·λ2.    
 
Index Terms—Crossbar, hyper-X, low-power, switchcore, 
NoC    
 
 

I. INTRODUCTION 

This paper presents a low-power, high-radix crossbar 
switch employing a 2D Hyper-X network topology. A 
crossbar switch is a circuit block that can route the data 
arriving at one of its input ports to an arbitrary output 
ports. It is a critical component for Network-on-Chips 
(NoC’s), of which good example is a multi-core 
processor. Due to demand for high performance and 
diverse functionality of these multi-core processors, the 
need for high-radix crossbar switches is rising. Here, the 
radix of the crossbar switch refers to the number of its 
input ports or output ports that can be fully routed. 
However, the power and area consumptions as well as 
the propagation delay of a crossbar switch increase 
rapidly as the radix increases, posing a challenge to the 
design of such a high-radix crossbar switch. This paper 
presents a 256-radix, 16-bit crossbar switch that aims to 
mitigate the adverse scaling of power and delay by 
adopting a 2D Hyper-X network topology and 
introducing three novel modifications to it. 

The key challenge with implementing a high-radix 
crossbar switch is that its power consumption and 
propagation delay degrade rapidly with the increasing 
radix N. For instance, for a basic matrix crossbar switch 
shown in Fig. 1, the delay and power scale as N and N2, 
respectively. Each input port is connected to the inputs of 
N tri-state buffers in the same row and each output port is 
driven by the outputs of N tri-state buffers in the same 
column. The loadings on the input and output lines 
consist of the gate and junction capacitances of N tri-state 
buffers, respectively. Therefore, the loading on each 
node increases proportionally with radix N and the 
overall delay increases proportionally with N. On the 
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other hand, the maximum power consumption is 
proportional to N2 since there are total of N paths each 
consisting of the loading of N. The adverse scaling of 
delay and power makes the realization of high-radix 
crossbar switches difficult. 

Hierarchical, network-within-network architectures 
like 2D Hyper-X topology [4] can mitigate this scaling of 
power and delay. In these architectures, the network is 
built in a hierarchical fashion by composing a set of 
small sub-networks. For instance, if a full N-radix 
crossbar can be realized with M2 of N/M-radix sub-
switches, the delay and power of the entire crossbar can 
be less than those of the basic matrix crossbar. 

Hyper-X network topology is one of the network-
within-network topologies. A regular Hyper-X topology 
is a multi-dimensional, directed network where the 
routers in each dimension are fully connected [3]. In this 
paper, a 2D Hyper-X topology is adopted.  

In addition, this paper proposes three modifications to 
the basic Hyper-X topology that can further enhance the 
power and delay performance of the crossbar switch. 
First, the directions in which the data can be routed are 
restricted. Second, the ports to which the data can be 
connected are restricted based on their originating 
external input ports. Third, the column-wise routes are 
replaced with diagonal routes. These modifications 
substantially reduce the fanout of each circuit node from 
the maximum of 256 to 4~8.  

The rest of the paper is organized as follows. First, 
Section II describes the proposed Hyper-X crossbar 
switch architecture with the additional three 
modifications. Then, Section III discusses the detailed 
circuit implementation of each sub-switch, which is 
composed of an input driver stage, upper and lower mux 

stages, and scan chain modules. Section IV describes the 
floorplan of the crossbar switch physical design with a 
purpose of estimating the wire loads realistically. Based 
on the floorplan, Section V presents the simulation 
results of the proposed crossbar switch and compares its 
energy-delay efficiency with the other designs reported 
in literature. 

II. HYPER-X CROSSBAR SWITCH 

ARCHITECTURE 

The proposed 256-radix crossbar switch adopts a 2D 
Hyper-X topology using 4-radix sub-switches as unit 
elements. Fig. 2 illustrates the topology of a basic 2D 
Hyper-X crossbar switch and architecture of the sub-
switch. It is organized as an 8-by-8 matrix of 16-bit, 4-
radix sub-switches. The radix of 4 is chosen as a 
compromise between the propagation delay which favors 
a low radix and complexity which favors a high radix. 
This parameter can be resized with design. Each sub-
switch has four external input ports and four external 
output ports, therefore making the total of 256 input ports 
and 256 output ports of the 256-radix crossbar. And each 
sub-switch has 4 internal outputs and 60 internal inputs 
connected to sub-switches in the same row or column. 
Within the matrix, each sub-switch has internal, 
bidirectional I/O connections with all the sub-switches on 
the same row or column. Therefore, the data entering into 
one of the sub-switches can reach any other sub-switch in 
the matrix and leave the crossbar with at most two hops. 

To further improve its power and delay performances, 
three novel modifications are proposed that aim to reduce 
the number of loads that each sub-switch needs to drive. 
The load capacitance of each sub-switch’s internal output 
is proportional to the number of sub-switches it can be 

 

Fig. 1. A basic N-radix matrix crossbar switch. 
 

 

Fig. 2. A 256-radix crossbar switch employing a basic 2D 
Hyper-X topology. 

 
 



JOURNAL OF SEMICONDUCTOR TECHNOLOGY AND SCIENCE, VOL.15, NO.1, FEBRUARY, 2015 79 

 

possibly connected to, adversely affecting the delay as 
well as the power dissipation of the driver. Therefore, 
one way to lower the power and delay of the crossbar 
switch is to reduce the number of possible paths between 
the sub-switches.  

The first modification restricts the degree of freedom 
in routing the data. For instance, when the data arriving 
at one external input port needs to reach an external 
output port located at a different position of the sub-
switch matrix, the data must be routed first in the row-
wise direction and then in the column-wise direction. In 
other words, the paths that route the data in the column-
wise direction first and row-wise direction next are 
removed. With this modification, the number of possible 
paths originating from one sub-switch output node is 
reduced from 60 to 32, without limiting the routing 
freedom of the overall crossbar switch.  

The second modification restricts the way each sub-
switch connects to another sub-switches located in the 
same row, as illustrated in Fig. 3. This modification is 
achieved by dividing each sub-switch into two parts. In 
the first part, four external inputs are rearranged and 
numbered from 1 to 4. In the second part, there are four 
muxes numbered also from 1 to 4. And each mux 
determines to receive which data within the eight same 
numbered data from the first part of all switches in the 
same row. With this modification, each internal output 

port is routed only to the corresponding output ports of 
the first and second parts. This modification reduces the 
number of possible paths in the row-wise direction 
originating from each output of first and second part 
from 32 to 4 and 8, respectively.  

The third modification replaces the column-wise 
connections among the sub-switches with diagonal 
connections as shown in Fig. 4. The number of possible 
paths for a diagonal hop is 4, which is smaller than the 
number of possible paths for a column-direction hop of 
32. But with a diagonal hop, a hop to any random sub-
switch in matrix can’t be completely achieved in only 
two or three hops because the two data routes may have 
to use the same diagonal path. Therefore, at least four 
redundant diagonal paths are required. The order of hops 
in each routing is row first, diagonal second, row third 
and diagonal last. As a result, a column directional hop is 
replaced with a diagonal hop and a row directional hop. 
With this modification, the number of possible paths in 
the column-wise direction is reduced from 32 to 4 and 8 
for the diagonal and row-wise direction hop, respectively.  

Fig. 5 illustrates the organization of the sub-switch, 
supporting the Hyper-X crossbar switch with the 
described three modifications. Each sub-switch receives 
4 external inputs and produces 4 external outputs. The 
overall crossbar switch contains 64 sub-switches, 
therefore receiving 256 external inputs and producing 
256 outputs in total. The sub-switch is organized as two 
parts: upper and lower sub-switches. The upper one 
handles the row-wise propagations before the diagonal 

 

Fig. 3. Illustration on the external input ordering and restriction
on their connections with the sub-swithces. 
 

 

Fig. 4. Replacing column-wise connections with diagonal 
connections to lower the fanout. 
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routes and the lower one handles the row-wise 
propagations after the diagonal routes. Both the upper 
and lower sub-switches are made of four 4:1 muxes and 
four 8:1 muxes. All the multiplexers are 16-bit wide. The 
4:1 muxes route the signals coming from the external 
inputs or diagonal routes in the row-wise direction. And 
the 8:1 muxes route the signals in the diagonal direction.  

To avoid the possible reduction in throughputs due to 
path confilcts, the number of available tracks between the 
sub-switches is doubled. Since the proposed crossbar 
routes each input signal to an output port using a total of 
4 hops, the resulting path diversity remains the same with 
the case of a matrix crossbar.  

III. CIRCUIT IMPLEMENTATION 

Fig. 6 illustrates the more complete implementation of 
the sub-switch including the input driver stages and scan-
chain modules for configuration. Each input signal is 
buffered by three inverters in series before driving the 

 

Fig. 5. The proposed micro-architecture of each sub-switch
composing the Hyper-X crossbar switch. 
 

 

Fig. 6. The sub-switch organization. 
 

 

 

 

Fig. 7. Schematics of the scan-chain module. 
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internal circuits. The select signals for the muxes are 
provided by the scan chain modules.  

The scan chain is constructed by connecting scan 
chain modules serially. Each scan-chain module is 
composed of two latches and six inverters and a latch is 
composed of two transmission gates and four inverters. 
The schematics for the latch and scan-chain module are 
shown in Fig. 7. 

Finally, the multiplexers are implemented with CMOS 
tri-state buffers as shown in Fig. 8. Each of the upper or 
lower mux stage is composed of four 4:1 16-bit muxes 
and four 8:1 16-bit muxes and the inverters at each 
output nodes serve as buffers (Fig. 9). 

IV. LAYOUT FLOORPLANNING 

In this paper, the power and delay performances of the 
proposed Hyper-X crossbar switch is assessed mainly by 
simulation, using realistic estimation on wire parasitic 
loads. To estimate the wire parasitic load, the floorplan of 
the entire crossbar switch should be determined. The 
lengths of wires in the critical path can be estimated by 
visualizing the critical path on floorplan. For determining 
the size of the floorplan, the areas of sub-switches were 
estimated first using the following empirical formula [9]: 

 

( ) ( ) ( )2
 Area Σ 6 360 #   all transistors WL of all transistorsl = + ×   

  (1) 
 
The areas of the upper and lower sub-switches can be 

estimated using (1) based on the total number of 
transistors and the sum of their sizes. The first term 
estimates the area occupied by the transistors and the 
second term estimates the area occupied by the wires 
connecting the transistors [5]. Here, 1λ is roughly a half 
of the transistor’s minimum length. In a CMOS 65 nm 
technology chosen, 1λ is equal to 35 nm. The overall 
sizes of the upper and lower sub-switches are estimated 
to be 93.5 mm×77.75 mm and 140 mm×77.75 mm, 
respectively. 

To reduce the wire length in the diagonal directions, 
each row of the Hyper-X matrix is separated into upper 
and lower rectangular row blocks. And these row blocks 
are placed as 4×4 matrix as in Fig. 10. The upper or 
lower row block contains all the upper or lower sub-
switches in the row of the same number, respectively. 
The routings shown on the floorplan can be categorized 
into two types: the diagonal hops between an upper row 
block and a lower row block and the row-wise hops 
between the blocks on the same row. 

The diagonal hops are realized by routing 16 row 
blocks as shown in the right part of Fig. 10. Eight 
diagonal outputs of each upper row-block are connected 
to the horizontal lines of the same row number, 
respectively. Sixteen 4-radix horizontal lines are 
connected to sixteen 4-radix vertical lines of the same 
order. Eight 4-radix vertical lines connect 4-radix 
diagonal directional outputs from the upper blocks to the 
lower sub-switch of the same column number in the 
lower row blocks. 

 

Fig. 8. Schematics of the tri-state buffer and N-to-1 mux used 
in the sub-switches. 

 

 

Fig. 9. The details of the upper and lower mux stages. 
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The row-directional hops are realized by routing eight 
upper or lower sub-switches in a row block as shown in 
the left part of Fig. 10. Eight outputs of the upper or 
lower sub-switches are connected to the horizontal lines 
of the same column. The eight horizontal lines are 
connected to the eight inputs of the 8:1 mux and the eight 
inputs are connected to the horizontal lines of the same 
order. 

V. SIMULATION RESULTS 

The input-to-output propagation delay and power 
consumption of the proposed Hyper-X crossbar switch 
are estimated based on the critical path circuit shown in 
Fig. 11. The simulation is carried out assuming a 65nm 
CMOS process. The critical path is composed of two 
stages of four 4:1 muxes, two stages of eight 8:1 muxes, 
three inverters in the input driver, and four inverters in 
the mux stages. The lengths of the wires are estimated 
based on the floorplan, of which detail is shown in Fig. 
12. The wires are modeled as capacitive loads, assuming 
the per-length capacitance of 0.2 fF/um.  

Table 1 illustrates the improvements in delay and 
power contributed by each modification described in this 
work. It is noteworthy that each modification does not 

necessarily yield monotonic improvements both in delay 
and power. Nonetheless, the power-delay product is 
improved by all three modifications, resulting in the total 
96.31% reduction in power and 83.4% reduction in delay 

 

Fig. 10. The estimated floorplan of the proposed Hyper-X crossbar switch. 
 

 

Fig. 11. The critical path of the crossbar switch. 
 

 

Fig. 12. The wire length estimation. 
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compared to the basic matrix crossbar.  
To enable a fair comparison among crossbar switches 

with different radixes, bit-widths, operating frequencies, 
and IC technologies, a new figure-of-merit (FoM) that 
mesures the energy-delay-area efficiency is proposed. 
The power consumption is proportional to the operating 
frequency, using energy per cycle is a better normalized 
quantity to compare switches operating at different 
frequencies. Also, the propagation delay increases 
proportionally with radix and energy consumed in one 
path of a crossbar increases proportionally with the radix 
and bit width. And the area consumption increases 
proportionally with the square of the product of the radix 
and bit width. Therefore, the delay per radix, energy per 
(radix´ bit), and area per (radix´ bit)2 are the chosen 
normalized metrics to compare variety of crossbar switch 
architectures. A figure-of-merit (FoM) is defined as an 
inverse of the product among these metrics: delay/radix, 
energy/bit, and area/bit2.  

 
1

4 3
Energy / cycle Delay AreaFoM

Radix Bit

-´ ´æ ö= ç ÷´è ø
 (2) 

 
Table 1 lists the specifications and FoM values of the 

recently-published crossbar switches. The proposed 
Hyper-X architecture achieves the FoM of 2.203-
cycle/ns·fJ·λ2, which is best performance among the 
architectures listed in Table 2. 

VI. CONCLUSION 

In this paper, the use of a Hyper-X network topology, 
one of network-within-network topologies, was 
investigated as a way to improve the power and delay of 
a high-radix crossbar switch. In addition, the use of three 
modifications further improved the power and delay by 
reducing the maximum fanout of each circuit node. The 
designed 256-radix crossbar switch in 65 nm CMOS 
achieves the simulated delay of 0.641ns, power of 13.01-
W, and area of 0.93 mm x 1.25mm. And proposed 
architecture has the figure-of-merit of 2.203-
cycle/ns·fJ·λ2 which is the best figure among the state-of-
the-art crossbar switches recently reported.  
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