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Abstract 

This paper suggests a method of real time confidence interval estimation to detect abnormal states of 

sensor data. For real time confidence interval estimation, the mean square errors of the exponential 

smoothing method and moving average method, two of the time series analysis method, were compared, and 

the moving average method with less errors was applied. When the sensor data passes the bounds of the 

confidence interval estimation, the administrator is notified through alarms. As the suggested method is for 

real time anomaly detection in a ship, an Android terminal was adopted for better communication between 

the wireless sensor network and users. For safe navigation, an administrator can make decisions promptly 

and accurately upon emergency situation in a ship by referring to the anomaly detection information through 

real time confidence interval estimation. 
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1. Introduction 

 

The development of a service that supports vessel safe navigation was performed many years before; 

however, the integration of IT technologies into the vessel industry has spurred the development of such 

service [1].  

The purpose of this study is to install wireless sensors in a vessel for safe navigation, build the environment 

for a wireless sensor network (WSN), notify the vessel administrator of any anomaly in the vessel in real time 

through an Android terminal, and let the administrator be aware of the anomaly in advance for smooth 

navigation. 

To test anomaly detection, first, the PC in which the sensor data (temperature, humidity, Light and Voltage) 

collected from the WSN is stored is configured for a web server; then, an Android terminal connects to said 

web server, and collects the data. Second, the data collected from ServerPC are used to estimate the 

confidence interval for which an abnormal state in the vessel is to be detected in real time. Third, the 

estimation of a confidence interval is compared and assessed with time series analysis methods—the 

exponential smoothing method and the moving average method; then, the current data are collected by 

applying the moving average method, which has a less mean squared error (MSE), and both the error from
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the method and the data confidence interval are estimated in real time. Fourth, if the data measured in the 

vessel deviate from the estimated confidence interval, an anomaly has occurred, and the administrator is

notified with an alarm. Last, using the data provided to the administrator, he/she can make an immediate and 

accurate decision during an emergency in the vessel and continue navigating safely. 

This study includes the following sections: Section 2 explains related work; Section 3 explains anomaly 

detection algorithm; Section 4 explains performance evaluation by time series analysis and last, Section 5 

describes the conclusion and future study. 

 

2. Related Work 

 

2.1 Time series analysis 

Time series estimation evaluates demand with the assumption that a demand pattern found over past time 

series data at certain time intervals can also be applied to future time intervals. This time series estimation 

method is good when there are several years of past data with a clear and stable pattern. Such time series data 

are a set of data with matching time and quantity, where the time is the independent variable and the quantity of 

load is the dependent variable. Because this estimation method tends to be inaccurate when the environmental 

condition or quantity changes significantly, it is appropriate for short or mid-term estimation [2, 3]. Therefore, 

time series estimation is performed under the assumption that a certain pattern is identified in past data on 

which the estimating variable is based, and is repeated without losing its characteristics [4]. 

Because this study uses time series sensor data collected at given regular intervals through a wireless sensor 

network, among many time series estimation methods, we calculated estimated values of the sensor data 

using the exponential smoothing method in which weight is given to the recent data, and the moving average 

method that moves by calculating the average at each time series interval. The confidence interval is 

estimated in real time using the calculated estimated values. 

 

Exponential smoothing method.  

In the exponential smoothing method, the weight of a value, which is given to a time period for an estimated 

value, decreases exponentially as it reverts in time. Because the exponential smoothing method provides the 

largest weight to the most recent time period, this method provides several advantages: high model accuracy, 

easy model determination, easy understanding of the model, less number of calculations, and easy model 

accuracy test. In addition, this method does not require large memory space. Because of such advantages, this 

method, among the time series analysis methods, is the most widely used for a short-term estimation [5].  

An estimated value by the exponential smoothing method is calculated using Equation (1). 

 

 
 

 

 

 

 

Moving average method.  

The moving average method is the easiest time series estimation method, and it is useful when the time 

series data have no abrupt changes or trend changes, no cycle variation, and no seasonal change, but 

𝐹𝑡 : estimated value of period t 

𝐹𝑡−1 : estimated value of period t-1 

𝐷𝑡−1 : measured value of period t-1 

𝛼 : coefficient of exponential smoothing 
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unpredicted variations. In addition, the moving average method is used for calculating a trend or seasonal 

index when there are time series variation factors. If a set of past time series data show a certain trend pattern, 

the moving average method estimation tends to be less accurate; however, the application of this method is 

generally simple and easy so that it is used for estimating a small-sized demand or sales forecast, such as 

tourist demand or amount of catch [6]. 

Equation(2) shows an estimation using the moving average method, where N is a certain period determined 

by the quantity of a time series measurement unit and where   −  is an observed value at the time of t-i in 

the collected time series data. 

Where the moving average period N can be divided into Periods 3, 4, or 5 depending on the count of the 

moving average periods, and it is determined to be period N whose MSE(Mean square error) of an estimated 

error within an observed period is the smallest. In this study, the moving average period Ns are set to 3, 4, 5, 

and 6 s; from these, the 5 s period has the smallest MSE. 

 

Mean squared error.  

Mean squared error(MSE) is used to square an estimated error, and it is important for calculating the size of 

an error to ensure an accurate estimate. The smaller the size of an error, the closer is an estimate is to the 

actual value [7]. MSE is calculated by Equation (3). 

  
Where   is the time,   is the actual measured value, and the estimated value of    is   ̂. Equation (4) 

presents the difference between an estimated value   ̂ and an actual value    i.e., the estimated error value 

  .  

    

2.2 Confidence interval 

Interval estimation and point estimation scheme is branch of statistical estimation. The interval estimation 

method for estimating the unknown parameters that is within a specific real number range [a, b]. Here, the 

greater the range the greater the possibility parameter is in the interval. A standard that determines the size of 

the possibility is referred to as a confidence level. The range to be obtained under the respective confidence 

level is referred to as the confidence interval. Generally, the confidence level uses 90%, 95%, 99%[8].  

 

2.3 Research for anomaly detection 

There have been a variety of preceding studies that detect sensor values called anomalies, defects, and noise 

in wireless sensor networks or embedded systems. 

Buonadonna et al. considered the convenience and factors for end-users when designing the arrangement of 

sensors to build a sensor network environment. In their study, data transmission success rates were measured 

depending on the distance between sending and receiving sensors. The lowest transmission success rate was 

22%, whereas the highest rate was 75%. In a sensor network, missing values and outliers occur because of 

various factors, including sensor equipment, environment, and system, hindering the acquisition of good 

MSE = 
 (𝑒𝑡)

2𝑛
𝑡=1

𝑛
=  

 (𝑦𝑡− 𝑦𝑡 )
𝑛
𝑡=1

𝑛
                         (3) 

𝑒𝑡 = 𝑦𝑡 − 𝑦𝑡̂(4)

MA =
𝑥𝑡−(𝑛−1)+ 𝑥𝑡−(𝑛−2)+ 𝑥𝑡−(𝑛−3)+⋯+ 𝑥𝑡−(𝑖+1)+ 𝑥𝑡−1

𝑛
+ 

𝑥𝑡−(𝑖−1)+ 𝑥𝑡−(𝑖−2)+ ⋯+ 𝑥𝑡−(𝑛−𝑛−1)+ 𝑥𝑡(𝑛−𝑛)

𝑛
      (2) 
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sensor signal information [9]. 

Werner-Allen et al. suggested the need for a data refining process in order to use sensor networks as 

scientific tools that require accurate data because they often generate abnormal values [10]. 

The defects that occur in sensor networks or the features used for detection are divided into environmental, 

systematic, and data-related factors. Environmental factors include the location of sensors and their 

surrounding factors, systematic factors include sensor hardware specifications and sensor network systems, 

and data-related factors include sensor-measured values [11]. 

Two main types of errors that occur in sensor networks are mechanical errors and random noise found in 

sensor signals. Elnahrawy et al. focused on random noise and used the Bayesian approach to refine the 

sensor data, reducing uncertainty in noise [12]. 

Jeffery et al. proposed a framework called extensible sensor stream processing (ESP) for refining sensor 

signals. ESP refines data using the range of sensor values, measured temporal interval values, and measured 

sensor values in the neighboring space. The range of sensor values is a range of the measured values that can 

actually occur, and any value beyond this range is considered an observed abnormal value. Measured 

temporal interval values are used to complete missing values and the values measured by sensors for given 

periods. Missing values are substituted with the average of the values measured by sensors for given periods. 

Measured sensor values are used to determine whether a signal is reliable. ESP designates neighboring 

sensors to a group, and calculates the average and deviation of the measured values [13]. However, the above 

studies require many calculations and preceding processes, which increases cost. 

 

3. Efficient Anomaly Detection Algorithm 

 

3.1 Anomaly detection algorithm 

First, the PC in which the sensor data (temperature, humidity, Light and noise) collected from the WSN is 

stored is configured for a web server; then, an Android terminal connects to said web server, and collects the 

data. Second, the data collected from ServerPC are used to estimate the confidence interval for which an 

abnormal state in the vessel is to be detected in real time. Third, the estimation of a confidence interval is 

compared and assessed with time series analysis methods—the exponential smoothing method and the 

moving average method; then, the current data are collected by applying the moving average method, which 

has a less mean squared error (MSE),  and the data confidence interval are estimated in real time. Fourth, if 

the data measured in the vessel deviate from the estimated confidence interval, an anomaly has occurred, and 

the administrator is notified with an alarm. Last, using the data provided to the administrator, he/she can 

make an immediate and accurate decision. 

 

Figure 1. Algorithm of anomaly detection 
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3.2 Confidence interval 

Suppose { 1, ... ,  }is an independent sample from a normally distribution population with mean μ and 

variance . Let where   is the sample mean, and  is the sample variance. Then has a Student's 

t-distribution with n-1 degree of freedom [8]. 

On this basis, sensor data estimated by t-distribution that confidence interval of population mean. In this 

paper, we estimated 95% confidence interval of the population mean of whole sensor data. 

 

 

Figure 2. Real-time confidence interval estimation 

 

4. Performance Evaluation 

 

4.1 Sensor data cleaning 

We performed the time series analysis because of sensor data. Figure 3 shows the Intel Lab Dat. Intel lab 

data is collected from 54 sensors deployed in the Intel Berkeley Research lab between February 28
th
 and 

April 5
th
, 2004. Each sensor collected the temperature, humidity, and light and voltage value every the rod of 

31 seconds. We generated time series data(the total of 72) by averaging sensor data (the total of 5,797) 

collected for 3 days (march 1 day ~3 month 3 day)s. 

 

  

  

Figure 3. Sensor data of time series 
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In general, time series data can be explained by a level, trend, seasonal change, and noise. A level is the 

average of the time series data, and a trend is an overall change of pattern from one time point to another. A 

seasonal change means a periodic pattern for a short period, and last, noise is a random variation that occurs 

from an unknown advection. The easiest method for examining time series data elements is through temporal 

graphs [14]. Figure 3 presents time series graphs that contain 72 refined temperature, humidity, Light and 

Voltage data, and presents irregular variations. An irregular variation is a horizontal series whose averages remain 

almost unchanged, regardless of period. In addition to the time series analysis methods, the moving average method or 

exponential smoothing method can be used to smooth irregular variation and estimate future time series values [15]. 

 

4.2 Estimation by the moving average method 

The table 1 shows mean square error specified moving average method. In the period 3, the smallest mean 

square error is shown. 

 

Table 1. Mean square error by each period 

Moving average method Period 
Mean Square Error(MSE) 

Temperature Humidity Light Voltage 

3 Period 0.776 1.079 36.736 0.008 

6 Period 1.693 2.272 84.446 0.018 

12 Period 2.764 3.599 136.979 0.029 

 

4.3 Estimation by the exponential smoothing method 

The table 2 shows mean square error by smoothing factor of the exponential smoothing method. In the 

smoothing factor 0.7, the smallest MSE is shown. 

 

Table 2. Mean square error by smoothing factor 

Exponential smoothing method smoothing factor 
Mean Square Error(MSE) 

Temperature Humidity Light Voltage 

0.1 2.365 3.531 94.666 0.024 

0.3 1.731 2.329 76.831 0.018 

0.7 1.063 1.495 50.801 0.011 

 

4.4 Result of time series analysis 

The graph in figure 4 shows the measured value and estimated value (in moving averages method and 

exponential smoothing method). In the estimated value, the method of moving average (t=3) is more 

dependent than the method of exponential smoothing. The exponential smoothing method is used most 

frequently for short-term estimation of time series data, and it has the advantage of real time monitoring. 

However, as indicated in Figure 4, this method fails to reflect the variation of real time data, whereas the 

results of the moving average method reflect the trend of the measured value. 

Therefore, our proposed system uses the moving average method to reflect the most recent sensor data for 

real time anomaly detection and to determine the confidence interval. 
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Figure 4. Result of time series analysis 

 

4.5 Implementation 

 

 

5.a 5.b 5.c 5.d 

Figure 5. Mobile display of ship internal anomaly detection 

 

Figure 5 presents screen captures of an Android device that implemented to detected an internal anomaly in 

the vessel. From Figure 5.a to Figure 5.c is the screen on which the monitoring location, such as the fore or the 

post side, is selected, and Figure 5.d is an alarm window that displays an alarm when abnormal state is actually 

detected on the port. The delay-time of the proposed system assumes as 0. Moreover, data received from the 

sensors a stored in the database every 5 seconds. 

 

5. Conclusion 

 

We proposed an anomaly detection method in a vessel. Proposed method is the data received from the 

sensors are above or below a designated confidence interval, and such an abnormal state is notified to the 

administrator with an alarm, after which the administrator can form an immediate and accurate decision, and 

continue safe navigation. Here, to improve the accuracy of anomaly detection estimation, reflecting a 
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characteristic where continuous time series data of sensor data have a changing confidence interval in real 

time, we performed an analysis through which we confirmed that the moving average method, which reflects 

the trend of the time series data, is effective. And the confidence interval was estimated by using the 

estimated value of the moving average method of the interval estimation average. Therefore, proposed 

method is sensor data received in real time could be anomaly detection in real time.  

In the future, the continuous time series data estimation method needs to be complemented by collecting, 

testing, and analyzing discrete time series data at the same time interval. In addition, a study that can predict 

malfunction separately, missing values, outliers, and monitoring application of various sensor data based on 

time series data analysis results is required. 
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