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#### Abstract

We give the characterization of Hölder differentiability points and non-differentiability points of the Riesz-Nágy-Takács (RNT) singular function $\Psi_{a, p}$ satisfying $\Psi_{a, p}(a)=p$. It generalizes recent multifractal and metric number theoretical results associated with the RNT function. Besides, we classify the singular functions using the singularity order deduced from the Hölder derivative giving the information that a strictly increasing smooth function having a positive derivative Lebesgue almost everywhere has the singularity order 1 and the RNT function $\Psi_{a, p}$ has the singularity order $g(a, p)=\frac{a \log p+(1-a) \log (1-p)}{a \log a+(1-a) \log (1-a)} \geq 1$.


## 1. Introduction

Recently many ( $[8,9,10,16])$ studied the Cantor function, a singular function which is not strictly increasing and the Minkowski's Question Mark function which is a strictly increasing singular function. Also J. Paradís et al. ([17]) studied some conditions of the null and infinite derivatives of the RNT strictly increasing singular function using metric number theory.

Recently we ([4]) also studied multifractal characterization of the null and infinite derivative sets and the non-differentiability set of the RNT singular function, which is the typical singular function related to mutifractal theory. In this paper, we employ the Hölder derivative, which is a generalized form of the usual derivative, of the RNT function on the unit interval. This definition extends the concept of the singularity to the general singularity for a strictly increasing continuous function. For every point in the unit interval, we ([4]) can give some code or dyadic expansion using digit 0 and 1 , generating the distribution set determined by the frequency of the zero in its expansion. The distribution sets in the unit interval are the local dimension sets by a self-similar

[^0]measure on the unit interval ([2]). We note that the Hausdorff and packing dimensions of the local dimension sets in the unit interval were obtained in [2] by the cylinder density theorem ( $[7,13]$ ) instead of the usual density theorem ([11]).

Using the information of the distribution sets and the local dimension sets, we give the multifractal characterization of the Hölder derivative sets of Hölder order $0<q<\infty$ and the Hölder non-differentiability set of Hölder order $0<q<\infty$ of the RNT singular function. As a result, the RNT singular function is Hölder differentiable only on a meager subset ([14]) of the unit interval. Further the Hausdorff dimension of the Hölder non-differentiability set of the RNT singular function is greater than 0 whereas its packing dimension is 1. Further, for some Hölder order, the packing dimension of the infinite Hölder derivative set of the RNT singular function is less than 1, giving full Lebesgue measure for the null Hölder derivative set, and vice versa. That is, the packing dimension of the null Hölder derivative set of the RNT singular function is less than 1, giving full Lebesgue measure for the infinite Hölder derivative set for some different Hölder order.

The RNT function $\Psi_{a, p}$ ([17]) is generated by two positive numbers $a, p \in$ $(0,1)$ respectively which give the slope equation

$$
\left(\frac{p}{a^{q}}\right)^{r}\left(\frac{1-p}{(1-a)^{q}}\right)^{1-r}=1
$$

of $r$ with respect to $0<q<\infty$. Further $a$ is the critical point of the solution $r=r(q)$ for the slope equation for the Hölder derivative sets of Hölder order $q$ to have full Lebesgue measure, leading to the definition of the singularity order for an increasing continuous function.

We note that the multifractal characterization for the particular Hölder order, namely $q=1$, is a generalization of recent results ( $[4,17]$ ) for the RNT singular function.

We define the singularity order for a strictly increasing function on the unit interval using the Hölder orders whose the null Hölder derivative set has full Lebesgue measure and the infinite Hölder derivative set has full Lebesgue measure. Finally we show that the RNT function $\Psi_{a, p}$ has the singularity order $g(a, p)=\frac{a \log p+(1-a) \log (1-p)}{a \log a+(1-a) \log (1-a)} \geq 1$.

## 2. Preliminaries

We ([2, 4]) recall the unit interval $(0,1]$ having the generalized dyadic expansion with a base $a$ where $0<a<1$. Let $\mathbb{N}$ be the set of the positive integers. We define a fundamental interval $I_{i_{1} \cdots i_{k}}=f_{i_{1}} \circ \cdots \circ f_{i_{k}}(I)$ where $f_{0}(x)=a x$ and $f_{1}(x)=(1-a) x+a$ on $I=(0,1], i_{j} \in\{0,1\}$ and $1 \leq j \leq k$. If $x \in(0,1]$, then there is a unique code $\sigma \in\{0,1\}^{\mathbb{N}}$ such that $\bigcap_{k=1}^{\infty} I_{\sigma \mid k}=\{x\}$ (Here $\sigma \mid k=i_{1} i_{2} \cdots i_{k}$ where $\sigma=i_{1} i_{2} \cdots i_{k} i_{k+1} \cdots$ ). We ([4]) called a code $\sigma \in\{0,1\}^{\mathbb{N}}$ where $\bigcap_{k=1}^{\infty} I_{\sigma \mid k}=\{x\}$ the generalized dyadic expansion with a base $a$ of $x$ and identify $x$ with the code $\sigma$ without confusion.

If $x \in(0,1]$ and $x \in I_{\nu}$ where $\nu \in\{0,1\}^{k}$, a cylinder $c_{k}(x)$ denotes the fundamental interval $I_{\nu}$ and $\left|c_{k}(x)\right|$ denotes the diameter of $c_{k}(x)$ for each $k=0,1,2, \ldots$.

Given $0<a, p<1$ and $x \in(0,1]$, the Riesz-Nágy-Takács (RNT) function $\Psi_{a, p}$ ([17]) satisfies

$$
\Psi_{a, p}(x)=\sum_{j=1}^{\infty} \frac{(1 / p-1)^{j-1}}{1 / p^{a_{j}}}
$$

for

$$
x=\sum_{j=1}^{\infty} \frac{(1 / a-1)^{j-1}}{1 / a^{a_{j}}}
$$

with integers $1 \leq a_{1}<a_{2}<\cdots<a_{n}<\cdots$. If $a=p$, then the RNT function is the identity function. We note that J. Paradís et al. used the non-terminating expansion and the above $x$ can be represented by

$$
x=\overbrace{0 \cdots 0}^{a_{1}-1} 1 \overbrace{0 \cdots 0}^{a_{2}-a_{1}-1} 1 \cdots \overbrace{0 \cdots 0}^{a_{n}-a_{n-1}-1} 1 \cdots
$$

We note that their expression for $x \in(0,1]$ is exactly the same as its corresponding code essentially.

From now on $\operatorname{dim}(E)$ denotes the Hausdorff dimension of $E$ and $\operatorname{Dim}(E)$ denotes the packing dimension of $E([11])$. We note that $\operatorname{dim}(E) \leq \operatorname{Dim}(E)$ for every set $E([11])$. We denote $n_{0}(x \mid k)$ the number of times the digit 0 occurs in the first $k$ places of $x=\sigma$ (cf. [1]).

For $r \in[0,1]$, we define the lower(upper) distribution set $\underline{F}(r)(\bar{F}(r))$ containing the digit 0 in proportion $r$ by

$$
\begin{aligned}
& \underline{F}(r)=\left\{x \in(0,1]: \liminf _{k \rightarrow \infty} \frac{n_{0}(x \mid k)}{k}=r\right\} \\
& \bar{F}(r)=\left\{x \in(0,1]: \limsup _{k \rightarrow \infty} \frac{n_{0}(x \mid k)}{k}=r\right\}
\end{aligned}
$$

We write $\underline{F}(r) \cap \bar{F}(r)=F(r)$ and call it the distribution set containing the digit 0 in proportion $r$. Let $p \in(0,1)$ and denote $\gamma_{p}$ a self-similar Borel probability measure on $(0,1]$ satisfying $\gamma_{p}\left(I_{0}\right)=p$ (cf. [1, 11]). We write $\underline{E}_{\alpha}^{(p)}\left(\bar{E}_{\alpha}^{(p)}\right)$ for the set of points at which the lower(upper) local cylinder density of $\gamma_{p}$ on $(0,1]$ is exactly $\alpha$, so that

$$
\begin{aligned}
& \underline{E}_{\alpha}^{(p)}=\left\{x \in(0,1]: \liminf _{k \rightarrow \infty} \frac{\log \gamma_{p}\left(c_{k}(x)\right)}{\log \left|c_{k}(x)\right|}=\alpha\right\} \\
& \bar{E}_{\alpha}^{(p)}=\left\{x \in(0,1]: \limsup _{k \rightarrow \infty} \frac{\log \gamma_{p}\left(c_{k}(x)\right)}{\log \left|c_{k}(x)\right|}=\alpha\right\}
\end{aligned}
$$

We write $\underline{E}_{\alpha}^{(p)} \cap \bar{E}_{\alpha}^{(p)}=E_{\alpha}^{(p)}$ and call it the local dimension set having local dimension $\alpha$ by a self-similar measure $\gamma_{p}$. In this paper, we assume that
$0 \log 0=0$ for convenience. We introduce the relation between the distribution sets and the local dimension sets, which is an essential result from [1].
Proposition 2.1 ([4]). Let $p \in(0,1), r \in[0,1]$ and

$$
g(r, p)=\frac{r \log p+(1-r) \log (1-p)}{r \log a+(1-r) \log (1-a)}
$$

Then
(1) $\underline{F}(r)=\underline{E}_{g(r, p)}^{(p)}$ if $0<p<a$,
(2) $\underline{F}(r)=\bar{E}_{g(r, p)}^{(p)}$ if $a<p<1$,
(3) $\bar{F}(r)=\bar{E}_{g(r, p)}^{(p)}$ if $0<p<a$,
(4) $\bar{F}(r)=\underline{E}_{g(r, p)}^{(p)}$ if $a<p<1$.

From now on, we will continue to use $g(r, p)$ as above. To study the multifractal spectra of the derivative sets and the set of non-differentiability points, the following proposition is necessary. The results can be obtained easily from $[1,2,5,15]$.
Proposition 2.2 ([3]). For $0<s<1$,

$$
\begin{equation*}
\operatorname{dim}\left(\left[\cup_{s<r \leq 1} \bar{F}(r)\right] \cap\left[\cup_{0 \leq r<s} \underline{F}(r)\right]\right)=g(s, s), \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{Dim}\left(\left[\cup_{s<r \leq 1} \bar{F}(r)\right] \cap\left[\cup_{0 \leq r<s} \underline{F}(r)\right]\right)=1 \tag{2}
\end{equation*}
$$

For $a \leq s \leq 1$,

$$
\begin{equation*}
\operatorname{dim}\left(\cup_{s \leq r \leq 1} \underline{F}(r)\right)=\operatorname{Dim}\left(\cup_{s \leq r \leq 1} \underline{F}(r)\right)=g(s, s) \tag{3}
\end{equation*}
$$

For $0 \leq s \leq a$,

$$
\begin{equation*}
\operatorname{dim}\left(\cup_{0 \leq r \leq s} \bar{F}(r)\right)=\operatorname{Dim}\left(\cup_{0 \leq r \leq s} \bar{F}(r)\right)=g(s, s) \tag{4}
\end{equation*}
$$

For $s \neq a$,

$$
\begin{equation*}
\operatorname{dim}(F(s))=\operatorname{Dim}(F(s))=g(s, s)<1 \tag{5}
\end{equation*}
$$

while

$$
\begin{equation*}
\operatorname{dim}(F(a))=\operatorname{Dim}(F(a))=1 \tag{6}
\end{equation*}
$$

## 3. Characterization of the Hölder derivative sets and the Hölder non-differentiability set

We define the Hölder derivative $D^{q} f(x)$ of a real valued function $f$ at $x \in$ $(0,1]$ of Hölder order $0<q<\infty$ by

$$
D^{q} f(x)=\lim _{h \rightarrow 0} \frac{f(x+h)-f(x)}{h^{q}}
$$

where $h^{q}=\operatorname{sgn}(h)|h|^{q}$, if it exists in $[-\infty, \infty]$. We remark that this definition is the same as that of [12]. We note that $D^{q} f(x)=f^{\prime}(x)$ for $q=1$. Since we include the infinite values in its derivative, we sometimes use the terminology that $D^{q} f(x)$ exists in a wide sense (cf. [17]).

The following proposition is a general theorem related to the Vitali covering lemma ([18]) for the Hölder differentiability of the increasing function.
Proposition 3.1. Let $f$ be an increasing real valued function on the unit interval $(0,1]$. Then $D^{q} f(x)$ of $f$ at $x$ of Hölder order $0<q<\infty$ exists in a wide sense almost everywhere. In particular, for $q=1,0 \leq D^{q} f(x)<\infty$.

Proof. It follows from the similar arguments of the proof of Theorem 3 in the section 5 of [18]. For this, it is only necessary to change small intervals $[x-h, x]$ and $(y, y+k)$ into $\left[x-h^{q}, x\right]$ and $\left(y, y+k^{q}\right)$ using $f(x)-f(x-h)<v h^{q}$ and $f(y+k)-f(y)>u k^{q}$ instead of using $f(x)-f(x-h)<v h$ and $f(y+k)-f(y)>$ $u k$ in the arguments of the proof. In particular, $0 \leq f^{\prime}(x)<\infty$ from Theorem 3 in the section 5 of [18].

Lemma 3.2. Let $\alpha$ and $\beta$ be positive real numbers. Then for $0<q<\infty$,

$$
(\alpha+\beta)^{q} \leq 2^{q}\left(\alpha^{q}+\beta^{q}\right)
$$

For $0<q \leq 1$,

$$
\alpha^{q}+\beta^{q} \leq 2^{1-q}(\alpha+\beta)^{q} .
$$

For $1 \leq q<\infty$,

$$
\alpha^{q}+\beta^{q} \leq(\alpha+\beta)^{q}
$$

Proof. Let $\alpha$ and $\beta$ be positive real numbers. For $0<q<\infty,\left(\frac{\alpha+\beta}{2}\right)^{q} \leq \alpha^{q}$ or $\left(\frac{\alpha+\beta}{2}\right)^{q} \leq \beta^{q}$ since $\frac{\alpha+\beta}{2} \leq \alpha$ or $\frac{\alpha+\beta}{2} \leq \beta$. This gives $(\alpha+\beta)^{q} \leq 2^{q}\left(\alpha^{q}+\beta^{q}\right)$. For $0<q<1$, the concavity of the function $y=x^{q}$ gives $\left(\frac{\alpha+\beta}{2}\right)^{q} \geq \frac{\alpha^{q}+\beta^{q}}{2}$. For $1<q<\infty, \alpha^{q}+\beta^{q} \leq(\alpha+\beta)^{q}$ follows from that $\int_{\alpha}^{\alpha+\beta} y^{\prime} d x \geq \int_{0}^{\beta} y^{\prime} d x$ gives $(\alpha+\beta)^{q}-\alpha^{q} \geq \beta^{q}$ where $y=x^{q}$.

The following lemma is a variation of Theorems 6 and 7 in [4] which are useful for the study of the concrete examples of the differentiable points and the non-differentiability points even though the proof of the theorems is rather complicate. The proof of this lemma is simple even though this lemma can be applied to all $0<q<\infty$.
Lemma 3.3. Let $x$ be not an end point of the fundamental intervals $c_{n}(x)$. For $0<q<\infty$, if $0<D^{q} f(x)=l<\infty$, then

$$
\begin{equation*}
0<2^{-q} l \leq \liminf _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|^{q}} \leq \limsup _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|^{q}} \leq 2 l<\infty \tag{7}
\end{equation*}
$$

In particular, if $0<f^{\prime}(x)=l<\infty$, then

$$
\begin{equation*}
0<\lim _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|}=l<\infty \tag{8}
\end{equation*}
$$

Consequently if $D^{q} f(x)=\infty$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|^{q}}=\infty \tag{9}
\end{equation*}
$$

Similarly if $D^{q} f(x)=0$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|^{q}}=0 \tag{10}
\end{equation*}
$$

Proof. We note that for $0<q<\infty$ and $0<D^{q} f(x)=l<\infty$,

$$
0<\lim _{y \uparrow x} \frac{f(x)-f(y)}{(x-y)^{q}}=l=\lim _{z \downarrow x} \frac{f(z)-f(x)}{(z-x)^{q}}=l<\infty .
$$

Given $\epsilon>0$, there is $\delta>0$ such that $x-\delta<y<x<z<x+\delta$ satisfying

$$
(l-\epsilon)(x-y)^{q}<f(x)-f(y)<(l+\epsilon)(x-y)^{q}
$$

and

$$
(l-\epsilon)(z-x)^{q}<f(z)-f(x)<(l+\epsilon)(z-x)^{q} .
$$

From the above lemma, for the same $\epsilon$ and $\delta$ with $x-\delta<y<x<z<x+\delta$, we have

$$
2^{-q}(l-\epsilon)(z-y)^{q}<f(z)-f(y)<2(l+\epsilon)(z-y)^{q},
$$

which gives, for $c_{n}(x)=\left(y_{n}, z_{n}\right]$ therefore $y_{n}<x<z_{n}$ since $x$ is not an end point of $c_{n}(x)$,

$$
0<2^{-q} l \leq \liminf _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|^{q}} \leq \limsup _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|^{q}} \leq 2 l<\infty
$$

In particular, for $q=1$, we have $(l-\epsilon)(z-y)^{q}<f(z)-f(y)<(l+\epsilon)(z-y)^{q}$, which gives, for $c_{n}(x)=\left(y_{n}, z_{n}\right]$ therefore $y_{n}<x<z_{n}$ since $x$ is not an end point of $c_{n}(x)$,

$$
0<l \leq \liminf _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|^{q}} \leq \limsup _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|^{q}} \leq l<\infty .
$$

The assertions for the values $l=\infty$ and $l=0$ follow from the similar arguments with the above ones.

Remark 3.4. From now on, in this section, $f$ will be used as the RNT singular function $\Psi_{a, p}$ in the preliminaries if there is no particular mention of $f$. In this section, for simplicity, we fix $0<a<p<1$. We consider $q \in\left(\frac{\log p}{\log a}, \frac{\log (1-p)}{\log (1-a)}\right)$ without any particular mention. We note that the dual results hold for $0<$ $p<a<1$, which are left as an exercise. Let $N^{q}=(0,1]-\left(D_{0}^{q} \cup D_{\infty}^{q} \cup D_{1}^{q}\right)$ where

$$
\begin{aligned}
& D_{0}^{q}=\left\{x \in(0,1]: D^{q} f(x)=0\right\} \\
& D_{\infty}^{q}=\left\{x \in(0,1]: D^{q} f(x)=\infty\right\} \\
& D_{1}^{q}=\left\{x \in(0,1]: 0<D^{q} f(x)<\infty\right\}
\end{aligned}
$$

Then $N^{q}$ is the set of the points $x$ at which the derivatives $D^{q} f(x)$ of $f$ do not exist. We note that if $x$ is an end point of the fundamental intervals $c_{n}(x)$, then $D^{q} f(x)$ does not exist for every $0<q<1$, therefore $x \in N^{q}$. This means that we can apply (7)-(10) of the above lemma to the relation between
$D_{0}^{q}, D_{1}^{q}, D_{\infty}^{q}$ and the local dimension set. From now on, we will continue to use $D_{0}^{q}, D_{1}^{q}, D_{\infty}^{q}, N^{q}$ as above.

The following proposition and remark were shown already in [4], but we introduce them for the comparison with the next proposition.

Proposition 3.5 ([4]). For $x \in(0,1]$ at which $f^{\prime}(x)$ exists and $0<f^{\prime}(x)<\infty$,

$$
\lim _{n \rightarrow \infty} \frac{\log \gamma_{p}\left(c_{n}(x)\right)}{\log \left|c_{n}(x)\right|}=1
$$

Remark 3.6 ([4]). From the above proposition, $D_{1}^{1} \subset E_{1}^{(p)}$. Now, $E_{1}^{(p)}=F(s)$ for some $s$ from (2) and (4) of Proposition 2.1. Then $s \neq a$. For, if $s=a$, then $g(a, p) \neq 1$ giving a contradiction. Hence the Hausdorff and packing dimension of $E_{1}^{(p)}$ is less than 1 from (5), which implies $D_{1}^{1}$ has null Lebesgue measure. Further, from (8), we see that

$$
D_{1}^{1} \subset\left\{x \in(0,1]: 0<\lim _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|}<\infty\right\}
$$

P. Billingsley ([6]) showed that $\left\{x \in(0,1]: 0<\lim _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|}<\infty\right\}=\phi$ using the fact that

$$
\lim _{n \rightarrow \infty}\left|\frac{\gamma_{p}\left(c_{n+1}(x)\right)}{\gamma_{p}\left(c_{n}(x)\right)}-\frac{\left|c_{n+1}(x)\right|}{\left|c_{n}(x)\right|}\right|=0
$$

for $x \in\left\{x \in(0,1]: 0<\lim _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|}<\infty\right\}$ whereas

$$
\left|\frac{\gamma_{p}\left(c_{n+1}(x)\right)}{\gamma_{p}\left(c_{n}(x)\right)}-\frac{\left|c_{n+1}(x)\right|}{\left|c_{n}(x)\right|}\right|=|p-a| \neq 0,
$$

which implies that $D_{1}^{1}=\phi$. This together with Proposition 3.1 gives that $f$ is a singular function. However this can be shown also from Corollary 3.13.

Unlike $q=1$, we cannot argue that $D_{1}^{q}=\phi$ for $q \neq 1$. However the set having the essential property of $D_{1}^{q}$ is empty.
Proposition 3.7. For $q \in\left(\frac{\log p}{\log a}, \frac{\log (1-p)}{\log (1-a)}\right)$,

$$
\left\{x \in(0,1]: 0<\lim _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|^{q}}<\infty\right\}=\phi .
$$

Proof. If there is an $x \in(0,1]$ such that $0<\lim _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\mid c_{n}(x)^{q}}=l<\infty$, then

$$
\lim _{n \rightarrow \infty}\left|\frac{\gamma_{p}\left(c_{n+1}(x)\right)}{\gamma_{p}\left(c_{n}(x)\right)}-\frac{l\left|c_{n+1}(x)\right|^{q}}{l\left|c_{n}(x)\right|^{q}}\right|=0 .
$$

However

$$
\left|\frac{\gamma_{p}\left(c_{n+1}(x)\right)}{\gamma_{p}\left(c_{n}(x)\right)}-\frac{l\left|c_{n+1}(x)\right|^{q}}{l\left|c_{n}(x)\right|^{q}}\right|=\left\{\begin{array}{l}
\left|p-a^{q}\right| \neq 0 \\
\text { or } \\
\left|(1-p)-(1-a)^{q}\right| \neq 0
\end{array}\right.
$$

since $p \neq a^{q} \Leftrightarrow q \neq \frac{\log p}{\log a}$, and $1-p \neq(1-a)^{q} \Leftrightarrow q \neq \frac{\log (1-p)}{\log (1-a)}$.
Remark 3.8. By the above remark, we see that $N^{1}=(0,1]-\left(D_{0}^{1} \cup D_{\infty}^{1}\right)$. However we cannot guarantee that $N^{q}=(0,1]-\left(D_{0}^{q} \cup D_{\infty}^{q}\right)$ since we cannot assure that $D_{1}^{q}=\phi$ for $q(\neq 1) \in\left(\frac{\log p}{\log a}, \frac{\log (1-p)}{\log (1-a)}\right)$.

We define $r(q)$ by the solution $r$ of the equation $g(r, p)=q$. We note that the function $g(r, p)$ is a strictly decreasing function for $r \in[0,1]$ having its range $[g(1, p), g(0, p)]=\left[\frac{\log p}{\log a}, \frac{\log (1-p)}{\log (1-a)}\right]$ from $0<a<p<1$. We note that $0<a<r(1)<1$.

Theorem 3.9. For $q \in\left(\frac{\log p}{\log a}, \frac{\log (1-p)}{\log (1-a)}\right)$, we have

$$
\begin{equation*}
\left[\cup_{r(q)<r \leq 1} \bar{F}(r)\right] \cap\left[\cup_{0 \leq r<r(q)} \underline{F}(r)\right] \subset N^{q} . \tag{11}
\end{equation*}
$$

For $q \in\left(\frac{\log p}{\log a}, \frac{\log (1-p)}{\log (1-a)}\right)$, we have

$$
\begin{align*}
& \cup_{0 \leq r \leq r(q)} \bar{F}(r)-F(r(q)) \subset D_{0}^{q} \cup N^{q}  \tag{12}\\
& \cup_{r(q) \leq r \leq 1} \underline{F}(r)-F(r(q)) \subset D_{\infty}^{q} \cup N^{q} \tag{13}
\end{align*}
$$

further

$$
\begin{gather*}
D_{0}^{q} \subset \cup_{0 \leq r \leq r(q)} \bar{F}(r),  \tag{14}\\
D_{\infty}^{q} \subset \cup_{r(q) \leq r \leq 1} \underline{F}(r),  \tag{15}\\
 \tag{16}\\
D_{1}^{q} \subset F(r(q)) .
\end{gather*}
$$

Proof. For (12), if $x \in \cup_{0 \leq r \leq r(q)} \bar{F}(r)-F(r(q))$, then $x \in \cup_{0 \leq r<r(q)} \underline{F}(r)$. Therefore

$$
x \in \cup_{0 \leq r<r(q)} \bar{E}_{g(r, p)}^{(p)} .
$$

That is, $\limsup _{n \rightarrow \infty} \frac{\log \gamma_{p}\left(c_{n}(x)\right)}{\log \left|c_{n}(x)\right|}=g(r, p)>q=g(r(q), p)$ since $g(r, p)$ is a strictly decreasing function for $r$. This gives $\lim \sup _{n \rightarrow \infty} \frac{\log \gamma_{p}\left(c_{n}(x)\right)}{\log \left|c_{n}(x)\right|^{q}}>1$. This implies that $\liminf _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{c_{n}(x)^{q}}=0$. From (9), we see that $x \notin D_{\infty}^{q}$, which means $x \in D_{0}^{q} \cup N^{q} \cup D_{1}^{q}$. Assume that $x \in D_{1}^{q}$. Then a contradiction arises from (7) also. So $x \in D_{0}^{q} \cup N^{q}$.

For (13), if $x \in \cup_{r(q) \leq r \leq 1} \underline{F}(r)-F(r(q))$, then $\lim \inf _{n \rightarrow \infty} \frac{\log \gamma_{p}\left(c_{n}(x)\right)}{\log \left|c_{n}(x)\right|^{q}}<1$. This implies that $\lim \sup _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|^{q}}=\infty$, which means $x \in D_{\infty}^{q} \cup N^{q}$ from the similar arguments above with (10) and (7).

For (11), if $x \in\left[\cup_{r(q)<r \leq 1} \bar{F}(r)\right] \cap\left[\cup_{0 \leq r<r(q)} \underline{F}(r)\right]$, then from the same arguments above,

$$
0=\liminf _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|^{q}}<\limsup _{n \rightarrow \infty} \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|^{q}}=\infty .
$$

From (9) and (10), $x \notin D_{0}^{q} \cup D_{\infty}^{q}$. Further we also see that $x \notin D_{1}^{q}$ from (7).

For (14), assume that $x \in D_{0}^{q}$. Then from (10),

$$
x \notin\left[\left[\cup_{r(q)<r \leq 1} \bar{F}(r)\right] \cap\left[\cup_{0 \leq r<r(q)} \underline{F}(r)\right]\right] \cup\left[\cup_{r(q) \leq r \leq 1} \underline{F}(r)-F(r(q))\right],
$$

which implies $x \in \cup_{0 \leq r \leq r(q)} \bar{F}(r)$. Similarly (15) holds.
For (16), since log function is a continuous increasing function, from (7)
$\log 2^{-q} D^{q} f(x) \leq \liminf _{n \rightarrow \infty} \log \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|^{q}} \leq \limsup _{n \rightarrow \infty} \log \frac{\gamma_{p}\left(c_{n}(x)\right)}{\left|c_{n}(x)\right|^{q}} \leq \log 2 D^{q} f(x)$,
which gives

$$
\lim _{n \rightarrow \infty} \frac{\log \gamma_{p}\left(c_{n}(x)\right)-q \log \left|c_{n}(x)\right|}{\log \left|c_{n}(x)\right|}=0
$$

from $0<D^{q} f(x)<\infty$. This means that $D_{1}^{q} \subset E_{q}^{(p)}$. From Proposition 2.1(2) and (4), $E_{q}^{(p)}=F(r(q))$.
Corollary 3.10. For $q \in\left(\frac{\log p}{\log a}, \frac{\log (1-p)}{\log (1-a)}\right)$, we have

$$
0<g(r(q), r(q)) \leq \operatorname{dim}\left(N^{q}\right) \leq \operatorname{Dim}\left(N^{q}\right)=1
$$

In particular, if $r(q)=a$, then $\operatorname{dim}\left(N^{q}\right)=\operatorname{Dim}\left(N^{q}\right)=1$.
Proof. It follows from (11) with (1) and (2).
Remark 3.11. Since $\underline{F}(0) \cap \bar{F}(1)\left(\subset N^{q}\right)$ is comeager in $(0,1]([4,14])$, the RNT singular function is nowhere Hölder differentiable in the sense of topological magnitude for $q \in\left(\frac{\log p}{\log a}, \frac{\log (1-p)}{\log (1-a)}\right)$. We note that if $x$ is an end point of a fundamental interval, then $x \in F(0) \subset \underline{F}(0)$ and $x \in N^{q}$ for $0<q<\infty$.
Corollary 3.12. Let $0<r(q)<1$. Then, for $r(q) \neq a$,

$$
\operatorname{dim}\left(D_{1}^{q}\right) \leq \operatorname{Dim}\left(D_{1}^{q}\right) \leq g(r(q), r(q))<1,
$$

while, for $r(q)=a$,

$$
\operatorname{dim}\left(D_{1}^{q}\right) \leq \operatorname{Dim}\left(D_{1}^{q}\right) \leq g(r(q), r(q))=1
$$

Proof. It is immediate from (16) with (5) and (6).
Before going into the two corollaries, we note that $D_{0}^{q} \cup D_{1}^{q} \cup D_{\infty}^{q}$ has full Lebesgue measure from Proposition 3.1.
Corollary 3.13. Let $a<r(q)<1$. Then

$$
\operatorname{dim}\left(D_{\infty}^{q}\right) \leq \operatorname{Dim}\left(D_{\infty}^{q}\right) \leq g(r(q), r(q))<1
$$

therefore $D_{0}^{q}$ has full Lebesgue measure.
Proof. Let $a<r(q)<1$. From (15) with (3),

$$
\operatorname{dim}\left(D_{\infty}^{q}\right) \leq \operatorname{Dim}\left(D_{\infty}^{q}\right) \leq \operatorname{Dim}\left(\cup_{r(q) \leq r \leq 1} \underline{F}(r)\right)=g(r(q), r(q))<1
$$

This means that $D_{\infty}^{q}$ has null Lebesgue measure. Further, $D_{1}^{q}$ has null Lebesgue measure from the above corollary. Hence Proposition 3.1 gives that $D_{0}^{q}$ has full Lebesgue measure.

Corollary 3.14. Let $0<r(q)<a$. Then

$$
\operatorname{dim}\left(D_{0}^{q}\right) \leq \operatorname{Dim}\left(D_{0}^{q}\right) \leq g(r(q), r(q))<1
$$

therefore $D_{\infty}^{q}$ has full Lebesgue measure.
Proof. Let $0<r(q)<a$. From (14) with (4),

$$
\operatorname{dim}\left(D_{0}^{q}\right) \leq \operatorname{Dim}\left(D_{0}^{q}\right) \leq \operatorname{Dim}\left(\cup_{0 \leq r \leq r(q)} \bar{F}(r)\right)=g(r(q), r(q))<1
$$

This means that $D_{0}^{q}$ has null Lebesgue measure. Further, $D_{1}^{q}$ has null Lebesgue measure from Corollary 3.12. Hence Proposition 3.1 gives that $D_{\infty}^{q}$ has full Lebesgue measure.

Remark 3.15. We note that $g(a, p)<q<g(0, p) \Leftrightarrow 0<r(q)<a$, and $g(1, p)<$ $q<g(a, p) \Leftrightarrow a<r(q)<1$. Therefore $g(a, p)$ is the critical point of $q$ for which one of $D_{0}^{q}$ and $D_{\infty}^{q}$ has full Lebesgue measure. That is, $D_{0}^{q}$ has full Lebesgue measure for $0<q<g(a, p)$ while $D_{\infty}^{q}$ has full Lebesgue measure for $g(a, p)<q<\infty$. However, for $q=g(a, p) \Leftrightarrow r(q)=a$, we do not have any information about which one of $D_{0}^{q}, D_{1}^{q}$, and $D_{\infty}^{q}$ has full Lebesgue measure.

## 4. Application of the characterization to the metric number theory

In the above section, we used $f$ for the RNT singular function, but in this section we will use $\Psi_{a, p}$ instead of $f$ for comparison of our results with those of [17]. J. Paradís et al. ([17]) studied the RNT singular function $\Phi_{\alpha, \tau}(x)=$ $\Psi_{a, p}(x)$ where $\alpha=1 / a, \tau=1 / p$ and gave a critical point to check the existence of derivative of the singular function. In this section we assume that $\alpha=1 / a$, $\tau=1 / p$. The critical point is $K=K(\alpha, \tau)=\frac{\log \left(\frac{\alpha-1}{\tau-1}\right)}{\log (\alpha / \tau)}$. It is not difficult to show that $K=\frac{1}{1-r(1)}$. Similarly for the metric number theoretical study with respect to the Hölder derivative, we define $K_{q}=\frac{1}{1-r(q)}$, where $q$ is between $\frac{\log p}{\log a}$ and $\frac{\log (1-p)}{\log (1-a)}$. Then

$$
K_{q}=K_{q}(\alpha, \tau)=\frac{\log \left(\frac{(\alpha-1)^{q}}{\tau-1}\right)}{\log \left(\frac{\alpha(\alpha-1)^{q-1}}{\tau}\right)} .
$$

We easily see that $K_{q}(\alpha, \tau) \geq 1$.
From now on, we assume that $x=\sum_{j=1}^{\infty} \frac{(\alpha-1)^{j-1}}{\alpha^{\alpha_{j}}}$ with positive integers $a_{j}$ such that $1 \leq a_{1}<a_{2}<\cdots$ as in the preliminaries.

Lemma 4.1 ([4]). For an extended real number $1 \leq A \leq \infty$ we have

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{a_{n}}{n} \geq A \Leftrightarrow \liminf _{m \rightarrow \infty} \frac{n_{0}(x \mid m)}{m} \geq 1-\frac{1}{A} \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{a_{n}}{n} \leq A \Leftrightarrow \limsup _{m \rightarrow \infty} \frac{n_{0}(x \mid m)}{m} \leq 1-\frac{1}{A} \tag{18}
\end{equation*}
$$

As was shown in [4], from the above lemma, we easily see that

$$
\begin{equation*}
\liminf _{m \rightarrow \infty} \frac{n_{0}(x \mid m)}{m}=1-\frac{1}{\liminf _{n \rightarrow \infty} \frac{a_{n}}{n}} \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \frac{n_{0}(x \mid m)}{m}=1-\frac{1}{\lim \sup _{n \rightarrow \infty} \frac{a_{n}}{n}} \tag{20}
\end{equation*}
$$

As was shown in [4], the following theorem for the particular value $q=1$ is a generalization of Theorem 4.2 in [17] which is the main result of [17].

Theorem 4.2. If $\lim _{n \rightarrow \infty} \frac{a_{n}}{n} \neq K_{q}$, then we have:
(i) Case $1<\tau<\alpha$. If

$$
\limsup _{n \rightarrow \infty} \frac{a_{n}}{n} \leq K_{q}
$$

then, if $D^{q} \Psi_{a, p}(x)$ exists in a wide sense, it has to be 0 . If

$$
\liminf _{n \rightarrow \infty} \frac{a_{n}}{n} \geq K_{q}
$$

then, if $D^{q} \Psi_{a, p}(x)$ exists in a wide sense, it has to be $\infty$.
(ii) Case $\tau>\alpha>1$.

$$
\liminf _{n \rightarrow \infty} \frac{a_{n}}{n} \geq K_{q}
$$

then, if $D^{q} \Psi_{a, p}(x)$ exists in a wide sense, it has to be 0. If

$$
\limsup _{n \rightarrow \infty} \frac{a_{n}}{n} \leq K_{q}
$$

then, if $D^{q} \Psi_{a, p}(x)$ exists in a wide sense, it has to be $\infty$.
Proof. For Case $1<\tau<\alpha(\Leftrightarrow 0<a<p<1)$, assume that $\liminf _{n \rightarrow \infty} \frac{a_{n}}{n} \geq$ $K_{q}$. (17) gives that

$$
\liminf _{m \rightarrow \infty} \frac{n_{0}(x \mid m)}{m} \geq 1-\frac{1}{K_{q}}=r(q)
$$

which means

$$
x \in \cup_{r(q) \leq r \leq 1} \underline{F}(r)
$$

Since $\lim _{n \rightarrow \infty} \frac{a_{n}}{n} \neq K_{q}$, we easily see that $x \notin F(r(q))$ from (17) and (18). From (13): $\cup_{r(q) \leq r \leq 1} \underline{F}(r)-F(r(q)) \subset D_{\infty}^{q} \cup N^{q}$ for $0<a<p<1$, we immediately have $D^{q} \Psi_{a, p}(x)=\infty$ if $D^{q} \Psi_{a, p}(x)$ exists in a wide sense. Similarly the rest holds from the above lemma with (12). For Case $1<\tau<\alpha$, it follows from the dual arguments for $0<p<a<1$.

The following theorem is the converse of the above theorem in some sense.
Theorem 4.3. We have:
(i) Case $1<\tau<\alpha$. If $D^{q} \Psi_{a, p}(x)=0$, then

$$
\limsup _{n \rightarrow \infty} \frac{a_{n}}{n} \leq K_{q}
$$

If $D^{q} \Psi_{a, p}(x)=\infty$, then

$$
\liminf _{n \rightarrow \infty} \frac{a_{n}}{n} \geq K_{q}
$$

(ii) Case $\tau>\alpha>1$. If $D^{q} \Psi_{a, p}(x)=0$, then

$$
\liminf _{n \rightarrow \infty} \frac{a_{n}}{n} \geq K_{q} .
$$

If $D^{q} \Psi_{a, p}(x)=\infty$, then

$$
\limsup _{n \rightarrow \infty} \frac{a_{n}}{n} \leq K_{q} .
$$

Proof. For Case $1<\tau<\alpha$, it follows from the above lemma with (14) and (15). For Case $\tau>\alpha>1$, it follows from the above lemma with the dual results of (14) and (15) for $0<p<a<1$.

The following is a sufficient condition for the Hölder non-differentiability points of the RNT singular function.

Theorem 4.4. If

$$
\liminf _{n \rightarrow \infty} \frac{a_{n}}{n}<K_{q}<\limsup _{n \rightarrow \infty} \frac{a_{n}}{n},
$$

then $D^{q} \Psi_{a, p}(x)$ does not exist.
Proof. From (17) and (18), if $\liminf _{n \rightarrow \infty} \frac{a_{n}}{n}<K_{q}<\lim \sup _{n \rightarrow \infty} \frac{a_{n}}{n}$, then we easily see that

$$
x \in\left[\cup_{r(q)<r \leq 1} \bar{F}(r)\right] \cap\left[\cup_{0 \leq r<r(q)} \underline{F}(r)\right] .
$$

It follows from (11).
As was shown in [4], the following theorem for $q=1$ is also an essential generalization of Theorem 4.1 in [17]. Noting that $r(q)=1-\frac{1}{K_{q}}$, we have $\alpha\left(1-\frac{1}{K_{q}}\right)>1 \Leftrightarrow r(q)>a$ when $0<a<p<1$. For $\alpha\left(1-\frac{1}{K_{q}}\right)>1$, in particular $q=1$, it assures that $D^{q} \Psi_{a, p}(x)=0$ for a normal point $x \in F_{a}$ where $a=\frac{1}{\alpha}$ when $D^{q} \Psi_{a, p}(x)$ exists in a wide sense.

Theorem 4.5. If $\lim _{n \rightarrow \infty} \frac{a_{n}}{n}=\frac{\alpha}{\alpha-1}$, then
(1) for $\alpha\left(1-\frac{1}{K_{q}}\right)>1$, if $D^{q} \Psi_{a, p}(x)$ exists in a wide sense, $D^{q} \Psi_{a, p}(x)=0$.
(2) for $\alpha\left(1-\frac{1}{K_{q}}\right)<1$, if $D^{q} \Psi_{a, p}(x)$ exists in a wide sense, $D^{q} \Psi_{a, p}(x)=\infty$.

Proof. We note that $\alpha\left(1-\frac{1}{K_{q}}\right)=\alpha r(q)$. If $\lim _{n \rightarrow \infty} \frac{a_{n}}{n}=\frac{\alpha}{\alpha-1}$, then $x \in F\left(\frac{1}{\alpha}\right)$ from (19) and (20).

Let $0<a<p<1$. Since $F\left(\frac{1}{\alpha}\right)=F(a) \subset D_{0}^{q} \cup N^{q}$ from (12) if $a<$ $r(q) \Leftrightarrow \alpha r(q)>1$, it follows. Since $F\left(\frac{1}{\alpha}\right)=F(a) \subset D_{\infty}^{q} \cup N^{q}$ from (13) if $a>r(q) \Leftrightarrow \alpha r(q)<1$, it follows. Dually it holds for $0<p<a<1$, namely, $F\left(\frac{1}{\alpha}\right)=F(a) \subset D_{0}^{q} \cup N^{q}$ if $a>r(q) \Leftrightarrow \alpha r(q)>1$, and $F\left(\frac{1}{\alpha}\right)=F(a) \subset D_{\infty}^{q} \cup N^{q}$ if $a<r(q) \Leftrightarrow \alpha r(q)<1$.

## 5. Application of the characterization to the general singularity

In this section, we define a general singularity and its dual singularity for a strictly increasing continuous function $f$ having $f(0)=0$ and $f(1)=1$. We clearly see that the RNT function $f$ assuming $f(0)=0$ and $f(1)=1$ is a strictly increasing continuous function on the unit interval $[0,1]$. We used the concept of the singularity for a non-constant increasing continuous function $f$ whose derivative $f^{\prime}(x)$ is zero for full Lebesgue measure or a.e.. Now it is natural for us to extend its concept to the general case in the view of Corollaries 3.13 and 3.14. For $0<q<\infty$, we say that a strictly increasing continuous function $f$ on the unit interval is a singular function of order $q$ if $D^{q} f(x)=0$ for Lebesgue almost all point $x$. We exclude the singular function having some constant part from our concern, for example the Cantor function, since a non-strictly increasing singular function gives a degeneration case for some meaningful definition. Further we also say that a strictly increasing continuous function $f$ on the unit interval is a dual singular function of order $q$ if $D^{q} f(x)=$ $\infty$ for Lebesgue almost all point $x$. We write $S_{q}$ for the set of the singular functions of order $q$ and $T_{q}$ for the set of the dual singular functions of order $q$. Then we clearly see that for $q_{1} \geq q_{2}$

$$
S_{q_{1}} \subset S_{q_{2}}
$$

and

$$
T_{q_{2}} \subset T_{q_{1}}
$$

Further we also see that $S_{q} \cap T_{q}=\phi$ for every $q \in(0, \infty)$.
Corollary 5.1. (i) Assume that $0<a \neq p<1$. If $0<q<g(a, p)$, then $\Psi_{a, p} \in S_{q}$. If $g(a, p)<q<\infty$, then $\Psi_{a, p} \in T_{q}$. In particular, $\Psi_{a, p} \in S_{1}$.
(ii) Assume that $0<a=p<1$. If $0<q<1$, then $\Psi_{a, p} \in S_{q}$. If $1<q<\infty$, then $\Psi_{a, p} \in T_{q}$.

Proof. For $0<a<p<1$, assume that $0<q<g(a, p)$. Since $g(1, p)<$ $q<g(a, p) \Leftrightarrow a<r(q)<1$ in Remark 5, Corollary 3.13 gives that the RNT function $\Psi_{a, p}$ is a singular function of order $q$. Clearly for $0<q \leq g(1, p)$, the RNT function $\Psi_{a, p}$ is a singular function of order $q$ since $S_{q_{1}} \subset S_{q_{2}}$ for $q_{1} \geq q_{2}$.

Assume that $g(a, p)<q<\infty$. Since $g(a, p)<q<g(0, p) \Leftrightarrow 0<r(q)<a$, in Remark 3.15, Corollary 3.14 gives that the RNT function $\Psi_{a, p}$ is a dual singular function of order $q$. Clearly for $g(0, p) \leq q<\infty$, the RNT function $\Psi_{a, p}$ is a dual singular function of order $q$ since $T_{q_{2}} \subset T_{q_{1}}$ for $q_{1} \geq q_{2}$.

Dually it also holds for $0<p<a<1$ from the exercise which was mentioned in Remark 3.4.

In particular, if $a \neq p$, then $0<1<g(a, p) . \Psi_{a, p} \in S_{1}$ from the above.
For $0<a=p<1, \Psi_{a, p}$ is the identity function. It follows immediately from the simple arguments which can be used to show $S_{q_{1}} \subset S_{q_{2}}$ and $T_{q_{2}} \subset T_{q_{1}}$ for $q_{1} \geq q_{2}$.

Proposition 5.2. For any strictly increasing continuous function $f$,

$$
\begin{aligned}
0 & \leq \sup \left\{q \in(0, \infty): D^{q} f(x)=0 \text { a.e. }\right\} \\
& \leq \inf \left\{q \in(0, \infty): D^{q} f(x)=\infty \text { a.e. }\right\} \leq \infty
\end{aligned}
$$

Proof. Suppose that it does not hold. That is, we assume that

$$
\inf \left\{q \in(0, \infty): D^{q} f(x)=\infty \text { a.e. }\right\}<\sup \left\{q \in(0, \infty): D^{q} f(x)=0 \text { a.e. }\right\} .
$$

Then there are positive real numbers $q_{1}<q_{2}$ between them and $D^{q_{1}} f(x)=$ $\infty$ a.e. and $D^{q_{2}} f(x)=0$ a.e., which gives a contradiction.

For a strictly increasing function $f$ on the unit interval, we define the lower singularity order of $f$ by

$$
\sup \left\{q \in(0, \infty): D^{q} f(x)=0 \text { a.e. }\right\}=L(f),
$$

and the upper singularity order of $f$ by

$$
\inf \left\{q \in(0, \infty): D^{q} f(x)=\infty \text { a.e. }\right\}=U(f)
$$

If $L(f)=U(f)$, we call such $L(f)(=U(f))$ the singularity order of $f$. The following theorem shows that the RNT function $\Psi_{a, p}$ has the singularity order $g(a, p)$.
Corollary 5.3. For the RNT function $f=\Psi_{a, p}$,

$$
L(f)=g(a, p)=U(f)
$$

Proof. It follows from the above corollary.
Proposition 5.4. Let $f$ be strictly increasing and $f^{\prime}(x)$ exist in a wide sense on the unit interval and $f^{\prime}(x)>0$ a.e.. Then

$$
L(f)=1=U(f)
$$

Proof. Assume that $f$ is a strictly increasing smooth function on the unit interval and $f^{\prime}(x)>0$ a.e.. Since $f$ is an increasing function, $0 \leq f^{\prime}(x)<\infty$ a.e. by Proposition 3.1. Hence $0<f^{\prime}(x)<\infty$ a.e., from which it follows easily.

## References

[1] I. S. Baek, Relation between spectral classes of a self-similar Cantor set, J. Math. Anal. Appl. 292 (2004), no. 1, 294-302.
[2] , Dimensions of distribution sets in the unit interval, Commun. Korean Math. Soc. 22 (2007), no. 4, 547-552.
[3] , Multifractal spectrum in a self-similar attractor in the unit interval, Commun. Korean Math. Soc. 23 (2008), no. 4, 549-554.
[4] —_, Derivative of the Riesz-Nágy-Takács function, Bull. Korean Math. Soc. 48 (2011), no. 2, 261-275.
[5] I. S. Baek, L. Olsen, and N. Snigireva, Divergence points of self-similar measures and packing dimension, Adv. Math. 214 (2007), no. 1, 267-287.
[6] P. Billingsley, Probability and Measure, John Wiley and Sons, 1995.
[7] C. D. Cutler, A note on equivalent interval covering systems for Hausdorff dimension on $\mathbb{R}$, Intern. J. Math. Math. Sci. 11 (1988), no. 4, 643-649.
[8] R. Darst, The Hausdorff dimension of the non-differentiability set of the Cantor function is $\left(\frac{\ln 2}{\ln 3}\right)^{2}$, Proc. Amer. Math. Soc. 119 (1993), no. 1, 105-108.
[9] , Hausdorff dimension of sets of non-differentiability points of Cantor functions, Math. Proc. Cambridge Philos. Soc. 117 (1995), no. 1, 185-191.
[10] J. Eidswick, A characterization of the non-differentiability set of the Cantor function, Proc. Amer. Math. Soc. 42 (1974), 214-217.
[11] K. J. Falconer, Techniques in Fractal Geometry, John Wiley and Sons, 1997.
[12] M. Kesseböhmer and B. O. Stratmann, Hölder-differentiability of Gibbs distribution functions, Math. Proc. Cambridge Philos. Soc. 147 (2009), no. 2, 489-503.
[13] H. H. Lee and I. S. Baek, A note on equivalent interval covering systems for packing dimension of $\mathbb{R}$, J. Korean Math. Soc. 28 (1991), no. 2, 195-205.
[14] L. Olsen, Extremely non-normal numbers, Math. Proc. Cambridge Philos. Soc. 137 (2004), no. 1, 43-53.
[15] L. Olsen and S. Winter, Normal and non-normal points of self-similar sets and divergence points of self-similar measures, J. London Math. Soc. (2) 67 (2003), no. 1, 103-122.
[16] J. Paradís, P. Viader, and L. Bibiloni, The derivative of Minkowski's ?(x) function, J. Math. Anal. Appl. 253 (2001), no. 1, 107-125.
[17] , Riesz-Nágy singular functions revisited, J. Math. Anal. Appl. 329 (2007), no. 1, 592-602.
[18] H. L. Royden, Real Analysis, Macmillan Publishing Company, 1988.
Department of Mathematics
Busan University of Foreign Studies
Busan 609-815, Korea
E-mail address: isbaek@bufs.ac.kr


[^0]:    Received July 29, 2014; Revised October 13, 2014.
    2010 Mathematics Subject Classification. Primary 28A78; Secondary 26A30.
    Key words and phrases. Hausdorff dimension, packing dimension, distribution set, local dimension set, singular function, metric number theory, Hölder derivative.

    This research was supported by Basic Science Research Program through the National Research Foundation of Korea(NRF) funded by the Ministry of Education, Science and Technology(NRF-2010-0007227).

