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Abstract: Regularized Blind Deconvolution is a problem applicable in degraded images in order to 
bring the original image out of blur. Multichannel blind Deconvolution considered as an 
optimization problem. Each step in the optimization is considered as variable splitting problem 
using an algorithm called Alternating Minimization Algorithm. Each Step in the Variable splitting 
undergoes Augmented Lagrangian method (ALM) / Bregman Iterative method. Regularization is 
used where an ill posed problem converted into a well posed problem. Two well known 
regularizers are Tikhonov class and Total Variation (TV) /L2 model. TV can be isotropic and 
anisotropic, where isotropic for L2 norm and anisotropic for L1 norm. Based on many probabilistic 
model and Fourier Transforms Image deblurring can be solved. Here in this paper to improve the 
performance, we have used an adaptive regularization filtering and isotropic TV model Lp norm. 
Image deblurring is applicable in the areas such as medical image sensing, astrophotography, traffic 
signal monitoring, remote sensors, case investigation and even images that are taken using a digital 
camera /mobile cameras.  

 
   
 
1. Introduction 

This paper proposes Multichannel Blind deconvolution 
using Alternating Minimization Algorithm. Application of 
deconvolution is required on degraded images and that can 
be medical image, astronomical image, normal colour 
image etc. Now it is important to know, how an image 
become degraded? This can be basically by two 
phenomenon. Deterministic and random nature. Where 
deterministic nature is appeared as blurred image, and 
random nature as noise on images. Blur kernel is called 
point spread function (PSF). It is convoluted to image and 
noise is added on to image. y be the resultant blurred 
image and y  €

2

  nR . 
It follows the equation: 
 

 y = h * x + w (1) 
 

Where, blur represented as h € 
2 2

,n nR ×  noise as w€
2

,nR  

original image represented as x €
2

.nR  
Blind deconvolution [1] is a problem in order to bring 

an image out of blur and the noise can be eliminated, 
where single channel deconvolution fails for noisy or the 
images without salient edges. For Multichannel, proper 
regis- tration of input blurry image should be done. 
Deconvolution is a problem where it can be blind and non 
blind depending upon the unknown variables where it is a 
well posed or ill posed problem. First we will see the blind 
deconvolution in order to obtain H value and by using that 
value we will reconstruct the deblurred image i.e., X value 
and this is called non blind deconvolution. Blind 
deconvolution [2-5] is a problem in order to bring an 
image out of blur and the noise can be eliminated here. 
Then the problem in which it will be a simple inverse 
problem; if the blur kernel is known. The blind 
deconvolution is to obtain the blur kernel using some 
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iterative algorithms such as Maximum A posterior (MAP) 
and Alternating minimization algorithm. In order to 
preserve sharp edges we use Multichannel blind 
deconvolution instead of single channel. 

The Eq. (1) modified as follows: 
 

 y = h* x (2) 
 
In order to do inverse filtering effectively convert it in 

to frequency domain there by convolution changed in to 
multiplication. Blurring can be occurred due to several 
reasons such as atmospheric conditions and camera 
shaking [23] and lens imperfection. First consider the 
single channel deconvolution and then later with multi- 
channel deconvolution, for that here we use green channel 
first because it gives more details of image than other two 
channels. To improve the performance we have used an 
adaptive regularization technique that gives better quality 
reconstructed image .The quality can be analyzed using a 
parameter Peak Signal to Noise Ratio (PSNR) 

1.1 Proposed Work 
This work proposes the image deblurring using MC 

blind deconvolution via Alternating Minimization 
Algorithm. Here noise term (w) is eliminated. Lp norm 
along with adaptive regularization gives better results than 
L2 norm with adaptive regularization. This algorithm 
suites very well as it can be effectively solve for two 
variable unknowns. As two variables are unknown it 
become indirect solution method and it uses the Bregman 
iteration along with ALM equation to solve this. The ill 
posed problem can be solved using adaptive regularization 
so that additional weight or penalty added to improve the 
performance and also the masking filter of 3x3 matrix and 
2D Laplacian kernel gives better results. The directional 
prior which uses 3 directions such as x,y and z. This can be 
simulated using MATLAB software. The resultant PSNR 
value can be compared with the previous work to analyse 
the quality of the image after deblurring. 

2. Adaptive Regularization 

As it is a blind deconvolution the number of unknowns 
are not equal to number of variables hence called ill-posed 
problem [6]. In order to solve for PSF using inverse 
filtering it should be a well posed problem. The process of 
converting the ill-posed problem to well posed problem 
called regularization. One of the simplest approach is 
inverse filtering, it is least mean square estimation using 
maximum likelihood approach. 

2
hx y−  is the basis least 

square mean but for image deblurring as it is ill posed it 
requires an additional term called regularizer 

Ø(x); where Ø(x) = ||x||(norm 1 or 2). Least square 
mean can rewrite as follows:  

 
 ( ) ( ) ( ) 2

min 2x
M x x hx yλ=Φ + −  (3) 

where parameter λ is used to balance two terms 

2.1 Isotropic TV model 
In this paper isotropic TV model uses pl  norm instead 

of 2l . It is known as Moore Penrose Pseudo inverse and 
are also called Least square problem. It can be solve using 
Lagrange multipliers. As 1l  optimization result in smooth 
nature there it will not be a best solution for our problem. 

Here we used blind deconvolution using Augmented 
Lagrangian Method (ALM). This can be solved efficiently 
using variable splitting method and there by applying 
Bregman Iterative method. 

The blur regularizers and image regularizers which are 
not smooth and thereby introduces non linearity problems. 

1l  norm is linear where as 2l  norm is non linear [10] if it 
alternating using both norms the non linearity problem 
arises, this brings direct minimization as slow process. In 
order to overcome these problems use the auxiliary 
variables and split this step into two simple minimization 
steps. And solve it using ALM. 

The drawback that occurring due to regularizers that is 
convergence difficulty and more ill posed by increasing 
the regularizer term this can be overcome by using ALM 
i.e, it will converges to the required minimum even the 
regularizer is fixed or small. The weight of the parameter β 
and λ update in each iteration till the convergence meets. 
This improves the quality of the reconstructed image. Peak 
signal to noise ratio comparison can be done between 
regularized and adaptively regularized method. xD , yD  
and zD  are Derivatives with respect to x, y and z. R(h) is 
the blur regularizer term in which it can be obtained from 
the eigenvalue 0λ  which is equal to zero. The correspon-
ding eigenvector 0v  is equal to the psf. the standard 
formula is formulating in which M is data fidelity term 
where U and R are image regularizers and blur regularizers 
respectively. The masking (3x3) filter can be [-1 0 1; 0 0 0; 
1 0 -1] .This can be used in order to prevent over 
smoothing of edges and the details in the reconstructed 
image. Regularization parameter uses isotropic TV norm 1. 
Ø(x) = ||x||. Consider U and R be the regularization terms 
for image and blur respectively. 

2.2 Blind Deconvolution 
Blind deconvolution [15] is an ill posed problem 

therefore in order to remove blur ill posed problem should 
be converted in to well posed problem. Coming section 
explains about ill posed problem. Using regularization ill-
posed problem can be converted to well posed problem. 
Bregman variable splitting can be used to solve this 
effectively with ALM. Image regularizers using directional 
priors in x, y, z direction. Therefore it helps to provide the 
directional view in three directions. The masking filter 
using (3x3) square matrix. The 1l  and 2l components can 
split using split Bregman variable splitting. Consider the 
equation below in which M is data fidelity term. 
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Where U and R are image regularizers and blur 
regularizers respectively 

 
 ( ) ( ) ( )

,
min ,   

k
k kx h

M x h u x R h+ +   (4) 

where 

 M(x, kh ) = 
2

1

 *
2

k

k k
k

x h yλ
=

−∑   (5) 

 
where ||.|| denotes 2l  norm. 

The overall architecture represented in above figure. 
The main articrafts that can occur in the images are 
aliasing and motion due to phase shifts in the sampling and 
the noise occurred as repetitive pattern. Normalization can 
be used in order to remove noise effect due to the low 
contrast in the images. Ringing effect can be removed 
using edge tapering. Then the blind deconvolution step 
with Bregman iteration and variable splitting method using 
Augmented Lagrangian method(ALM). Final step using 
the non blind deconvolution in order to obtain the 
deblurred or restored image. 

2.3 Basics for Blind deconvolution 
Consider the eq (1.1), it can be rewrite as 
 

 ky (i) = ( *kh x )(i) + ( )kw i  where, {1≤ k ≤ k, I є 2N  (6) 
 
We assume that K > 1 therefore the input images ie, 

blurred noisy image can be Ky Values from [ 1 2, , .. ky y y… ], 
2

 € .n
ky R  

Where kh  represents blur kernel or Point spread 
function. It is convoluted to the original image. The noise 

kw  is added to the convoluted term. 
The matrix notation be:- 
 

  k K ky XH w= +   (7) 
 
Matrices kH  and X obtained by convolving thi  

element of kh  and kx , where x(i)= [ ]i
x  for matrix notation 

3. Ill posed problem 

As this case in which unknowns are not equal to no: of 
variables, it is called ill posed, and in order to do de- 
convolution it should be a well posed problem. So here 
blind deconvolution algorithm is necessary and in order to 
make it in to well posed, undergoes regularization. Solving 
using Alternating Minimization Algorithm and variable 
splitting method it can be split in to two sub optimization 
problem. Two steps are involved that are (i) x step (ii) h 
step 

 
 xstep: ( ) ( )min, kx

M x h u x+   (8) 

 : min
kh

hstep ( ), kM x h+ ( )kR h   (9) 

 
Regularization uses isotropic TV model with norm 1. 

So that it will not find much difficulty for solving. 
Regularizer is Ø(x) = ||x||. U and R be the regularization 
terms for image and blur respectively. 

 

U(x)= ( )( )
 

i

iΦ∑ = ( )( ) ( )( ) ( )( )
 22 2

 x y z
i

x i x i x i∇ + ∇ + ∇∑  

 (10) 

 

Fig. 1. Flowchart of AM algorithm. 

 

 

Fig. 2. The Overall Architecture. 
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Using MC regularization term there is a chance for 
simultaneously minimizes the energy function respect to 
both image and blur. The algorithm which used in spatially 
misaligned images are not suitable here as it will not 
efficient for large blur and images. 

Using Vector matrix notation 
 

 U(x)= ( ) ( ) ( )( ), ,z y zD x D x D xΦ   (11) 

 = [ ] [ ]
 22 2     z y zi ii
i

D x D x D x⎡ ⎤+ +⎣ ⎦∑  

 
where ,x yD D and zD  are Derivatives with respect to x, y 
and z. 

4.OPTIMIZATION PROBLEM 

Optimization is considered as hard problem which 
includes linear and non linear problem. As a result it is a 
constrained optimization problem and This can be split in 
to two sub optimization problem(i) x step (ii) h step 

Two variables to be solved includes two steps: 
 
1. step 1: fix h and optimize for X 
 

 ( )'    min ,
x

x arg M h x′=   (12) 

 
2. step 2: fix x and optimize for h 
 

 ( )' '    min ,
x

h arg M h x=   (13) 

 
To verify the result in algorithm:- 
 

1. Function should satisfy two conditions 
(a) Convex function jointly in both h and x. 
(b) Smooth function in both h and x. 
 

2. Conditions to satisfy convergence to global optima. 
 

3. But practically function M is not convex, still this 
algorithm gives better convergence. 

4.1 X step 
Steps for x step algorithm: 
1. Initialisation of parameters, variables  
 

 0x y x yv v a a K= = = = =   
 
2. Set maximum no. of iteration 
3. ALM EQUATION 
 

 ( ) ( )   .T
e z X xL H G conj FD FT a Vβ

λ
⎛ ⎞ ⎡ ⎤= + + +⎜ ⎟ ⎣ ⎦⎝ ⎠

 ( ) ( )[ .Y X Yconj FD FT a V+  
 

4. FT(x) = zL  / (FT( TH H) + ( β λ ) TD D, where 

 DT D = ( ) ( ) x x y yconj FD FD conj FD FD+ +  

 ( ) 0.0002 z zconj FD FD  
5. Update variables and β=1.22 and λ=1.23 
6. k = k +1 
7. Convergence test if satisfied, then stop. 
8. x value 

4.2 h step 
Steps for h step algorithm 
1. Initialization of parameters, variables  
 

 0h hv a K= = =  
 
2. Set mximum no. of iteration. 
3. ALM EQUATION 

 

       ( ) ( ) ( )  ( ) .h h z xL FT v a conj FT X FT EGβ
λ

⎛ ⎞ ⎡ ⎤= + +⎜ ⎟ ⎣ ⎦⎝ ⎠
 

 ( ) ( ) ( ) .y yconj FT X FT EG⎡ ⎤+ ⎣ ⎦  

4. FT(h) = hL  / (FT( TX X) + ( β λ )) 

Where, TX X = ( ) ( ) x z y yconj FX FX conj FX FX+  
5. Update variables and post zero values outside h 

support 
6. K = k + 1 
7. Convergence test if satisfied, then stop. 
8. h value 

5. Non Blind deconvolution for Image 
Estimation 

Once the h value is known the image estimation can be 
easily done, here the problem is non blind deconvolution. 
The image estimation loop with known h value can comes 
into picture here. Alternating the loop between x step and h 
step values that can be taken in to the main loop. The 
stopping criterion can be using 

 
1

||

|| ||
||

k k

k

h h
h

−− < Tolerance => for x step 

1|| ||k k

k

x x
x

−− < Tolerance=> for h step 

 
Initialization of parameters, variables xv = yv = xa = ya = 

k = 0 and kx  = 0, at k = 0 and impulse function for kh  and 
ALM equation as follows: 

 

 ( ) ( )   .T
e x X ZL H G conj FD FT a Vβ

λ
⎛ ⎞ ⎡ ⎤= + + +⎜ ⎟ ⎣ ⎦⎝ ⎠

  (14) 

 ( ) ( ).Y X Yconj FD FT a V⎡ ⎤+⎣ ⎦  

 FT(x) = L / (FT( TH H) + ( β λ ) TD D  (15) 
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where, TD D = conj(F xD )F xD  + conj(F yD )F yD  After all 
iteration the final convergence point meets and the image 
can be restored efficiently. This image is considered as 
final reconstructed image. 

6. Application 

7. Astronomical Image Deblurring 

Astrophotography faces lot of challenges due to noise 
effects and atmospheric conditions. Adaptive regulari-
zation method can be used to solve this problem 
effectively using an algorithm called Alternating 
minimization. This algorithm which can effectively 
reconstruct a degraded astronomical image. There are 
many challenges in this area such as object fading, light 
effect elimination, distance between the object and sensors 
called charge coupled devices. Astronomical images[19-
22] are mainly close to gray scale image but after 
capturing the image it undergo either broad band or narrow 
band filtering. Adaptive Regularization technique using the 
algorithm Alternating minimization can remove the point 
spread function and can effectively produce the deblurred 
image. 

8. Medical Image Deblurring 

Medical image plays crucial role in order to detect 
certain diseases and there are certain diseases which 
cannot detect without this images. The early stages was 
using X-rays and later Scan images using Ultra sound and 
CT and MRI also introduced. Xray [11, 12] images are not 
perfect images as it causes noise and blur. The images as a 
result called degraded images. The noise can be removed 
using direct filtering such as Gaussian filter in case of 
white noise and if Rician noise using non local means 
filters etc. The blurring can be removed using inverse 
filtering methods. 

Using this algorithm one can effectively reconstruct the 
degraded medical images. Mainly it is divided in to two 
steps that is blind deconvolution and non blind 
deconvolution. The deconvolution is an inverse problem 
where it is blind as the unknown variables are not equal to 
the number of equations. This is also known as ill posed 
problem. Normalization can be used in order to increase 
the contrast without distorting the relative intensity values 
of the image. This is also known as contrast stretching. 

Here we are using both X ray and ultrasound scan 
image. There are main articrafts that can occur in the 
images are aliasing and motion due to phase shifts in the 
sampling and the noise occurred as repetitive pattern. 
Normalization can be used in order to remove noise effect 
due to the low contrast in the images. Ringing effect can 
be removed using edge tapering. Then the blind 
deconvolu-tion step with Bregman iteration and variable 
splitting method [13, 14] using Augmented Lagrangian 
Me-thod(ALM). Final step using the non blind decon-

volution in order to obtain the restored image. 

9 RESULTS 

9.1 Colour Image Deblurring 
To illustrate the minimization properties we have used 

alternating minimization algorithm. The previous work 
was using regularization term with 1 D Laplacian kernel 
and here our estimation using 2 D kernel that includes 
masking filter of (3x3) that gives directional priors. The 
adaptive regularization using additional penalty term that 
is called weight term which gives better results. This is 
obtained by updating the weight or balance parameters in 
each iteration step i.e, β = 1:23 and λ = 1:22. 

The input image using disaster image fig (3) source: 
google image of size (256x149) and convolve it with disk 
blur of radius 4 and psf set for (10x10) matrix. Comparison 
Table I and II gives the comparison of PSNR using 
previous method that is regularization and our method 
adaptive regularization. We can observe that the PSNR for 
adaptive regularization gives better results. The experiment 
using different input images that is the lighthouse picture 
from windows photo viewer sized (1024x186) etc has 
being used as input image and the comparison is observed. 
In adaptive regularization we observed that lp gives better 
PSNR and better quality than l2. The results that are 
improving from previous method and obtained better 
results using proposed method. Also represented the 
estimated PSF and the reconstructed image using l2 and lp 

in adaptive regularization method. Table II represents the 
PSNR for different images in which the iteration sets as 4 
and the adaptive regularization is executed and the Table I 
represents the PSNR for different iteration in regulariza-
tion method. 

The proposed method gives better performance in 
estimation of blur and to obtain the deblurred image. This 
method can be well executed in case of general blurs that 
can be occurred due to atmospheric condition and also due 
to the distance between the camera and the image. 

10 CONCLUSION 

The main focus of this paper is to improve the quality 
of the image using an algorithm proposed by Filip and 
Peyman. Here we are using the directional priors and the 
masking using (3x3) filter and comparison of PSNR for Lp 
and L2 norm. Regularization using penalty weighted term 
along with image regularizer called adaptive regularization, 
this gives improvement in the PSNR value of the restored 
image. The proposed method is very well performed here 
and that can be observed from the comparison table I and 
II. This work proposes the image deblurring using MC 
blind deconvolution via Alternating Minimization 
Algorithm. Lp norm along with adaptive regularization 
gives better results than L2 norms. This algorithm suites 
very well as it can effectively solve for two variable 
unknowns. As two variables are unknown it becomes 
indirect solution method and it uses the Bregman iteration 
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along with ALM equation to solve this. The ill posed 
problem can be solved using regularization adaptively so 
that additional weight or penalty to improve the 
performance and also the masking filter of (3x3) matrix 
and 2D Laplacian kernel. The directional prior which uses 
3 directions such as x, y and z. The adaptive regularization 
using additional penalty term that is called weight term 
which gives better results. This is obtained by updating the 
weight or balance parameters in each iteration step i.e, β = 
1:23 and λ = 1:22. This method can be simulated using 
MATLAB software. The resultant PSNR value can be 
compared with the previous work to analyse the quality of 
the image after deblurring. 

Table 1. Comparison of PSNR for different iteration. 

 
(a) The comparison between regularized restored image and 
original image using l2 and lp norm for different iteration. 

 
Table 2. Comparison of PSNR for different images. 

 
(a) The comparison between adaptive regularized restored 
image and original image using l2andlp norm with different 
input images. 

 

 

Fig. 5. Graphical representation Of PSNR in Medical 
image. 

 
The above graph represents the PSNR values for three 

channels that are red, green blue channel respectively 
using different. 

Iteration from 1 to 6. 
 

 

Fig. 6. The reconstructed X ray images using lp 
adaptive regularization method. The top figures shows 
debluring from blur kernel Gaussian (a)blurred input 
image (b)1 step iteration (c)3 step iteration (d)6 step 
iteration. The bottom figures using (a)disk blurred 
input image (b), (c), (d)for 1, 3, 6 step iteration results. 

               (a)                               (b)                                (c) 
 

               (d)                               (e)                                (f) 
 

               (g)                               (h)                                (i) 

Fig. 3. Comparison using previous result and our
method (a) input image used is google image of
size(259x194)(b)blurred image (c) the extracted portion
which require more quality (d) using l2norm (e) using
lp norm (f) using l2regularization and directional priors
(g)using lp regularization and directional priors
(h)using adaptive regularization lp norm (i)using
adaptive regularization l2. 

 

Fig. 4. The restored image using adaptive regulariza-
tion with lp and l2 (a)input light house image (b)the blurred
image using disk blur (c)result using l2 and (d)result using lp 
norm (d) shows the psf corresponding to (c) and (e) shows
the psf corresponding to (d). 
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Fig. 8. This represents restoration of image using lp 
adaptive regularization. Top layer shows blind decon-
volution results. (a)result for 1 step iteration (b)4 step 
iteration (c)5 step iteration (d)6 step iteration. The 
bottom results shows the non blind deconvolution (e), 
(f), (g), (h) for 1, 4, 5, 6 step iteration respectively. 

 

 

Fig. 9. Restoration of scan image using adaptive 
regularization (a)the input blurred image (b) and 
(c)using l2 norm blind and non blind deconvolution (d) 
and (e)represents the lp norm blind and non blind 
deconvolution. 

 

Fig. 10. Mean Square Error Graph using lp norm adap-
tive Regularization. 

 
 
 

 

Fig. 11. Graphical representation for medical images. 
 
 
The above graph represents the result for l2 and lp 

norm adaptive regularization. 
set the minimum switching coefficient β to 5, the RTT-

based scheme will allow MT to switch its primary path at 
51seconds because1.84 ≥ 5·0.33(=1.65). However, this 
aggressive switching requires CT to reset its cwnd. 
Unfortunately, the switched primary path experiences a 
sudden RTT peak at 56 seconds, which indicates the 
overall throughput is limited using the RTT-only scheme. 
On the other hand, our proposed scheme delays this path 
switching to 60 seconds when the historical RTT condition 
is satisfied for recent δ(=5) consecutive measurement steps.  

      

Fig. 7. The top graph represents the blind x step convergence and bottom shows the h step conver-gence for 6 step 
iteration. 
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We can also observe that the alternative path shows steady 
RTT after the primary path has explicitly failed at 66 
seconds. More importantly, this delayed switching affects 
the throughput since it allows both CT and MT to 
continuously increase or maintain their cwnd rather than 
restarting at the slow-start phase. In our experiment, we 
put the different weight  
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