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Abstract

In this paper, we studied the use of the foreground and background features and SVM classifier to improve

the accuracy of offline handwritten numeral recognition. The foreground features are two directional features:

directional gradient feature by Kirsch operators and directional stroke feature by local shrinking and expanding

operations, and the background feature is concavity feature which is extracted from the convex hull of the

numeral, where the concavity feature functions as complement to the directional features. During classification of

the numeral, these three features are combined to obtain good discrimination power. The efficiency of our

scheme is tested by recognition experiments on the handwritten numeral database CENPARMI, where SVM

classifier with RBF kernel is used. The experimental results show the usefulness of our scheme and recognition

rate of 99.10% is achieved.
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I. Introduction

Handwritten numeral recognition is a typical

example among complex pattern recognition

problems, and is an active topic in the practical

OCR applications such as zip code recognition,

document analysis, bank check processing, job

application form sorting, automatic sorting of

tests containing multiple choice questions and

factory sautomation system, etc. To achieve

high recognition results, several methods have

been proposed and implemented in a number of

different ways [1]-[13]. The performance of an

overall numeral recognition system generally

depends on the features used and the designed

classifier. Among them, extracting good

features is very important in order to achieve a

high recognition performance. Curved shapes

could be used for extracting numeral features

because numerals consist of curved strokes. As

one of the most effective numeral features,

directional features, which represent the local

stroke directions of numerals, have been widely

used and have yielded high performances

[9],[10],[12]. To further improve the recognition

rate, local structure features [10],[23], curvature

features [11], concavity features [10],[12],[13] or

projection features [14],[15] have been combined

by many researchers. Conventionally, directional

features have been extracted from chaincode or

gradient maps, where the gradient can be

computed with various operators, such as

Roberts, Sobel, and Kirsh [9],[10],[13]. On the

other hand, the performance of numeral

recognition also largely depends on the

classification scheme. Statistical techniques such

as nearest neighbor, Bayes discriminant

function, linear and quadratic discriminant

functions [10]-[13], neural networks
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[3]-[9],[12]-[14],[24],[25], and support vector

machine [12]-[15] have been widely used for

classification due to their implementation

efficiency.

In our earlier work [3], we developed a new

directional feature extraction method, which

extracts the local directional strokes of a

numeral by using directional shrinking and

expanding operations. While directional features

extracted from gradient maps by Kirsch

operators represent the directions of the edges

of local strokes, directional features by our

method represent the directions of local strokes

themselves. We showed that these two kinds of

directional features cooperated to improve the

recognition performance. In this paper, we use

the foreground and background features and

SVM classifier for high recognition rates of

handwritten numerals. The foreground features

are directional gradient feature by Kirsch

operators and directional stroke feature by our

method, and the background feature is

concavity feature which is extracted from the

convex hull of the numeral and contains the

background information of a numeral image.

The concavity feature complements the

directional features to increase the

discriminative power [12],[16],[19]. We use the

support vector machine (SVM) as a classifier

and the CENPARMI database as the

handwritten numeral test data. SVM [18],

which is based on the statistical learning theory

and quadratic programming optimization, has

been known as an efficient classifier, and its

superior classification performance has been

justified in numerous experiments [12],[13],[15].

CENPARMI database has been used in

classifier design and numeral recognition

research for performance evaluation [12],[13].

This paper is organized as follows. Section II

describes the feature extraction techniques and

Section III describes the multi-class calssifier

by using several SVM classifiers. Section IV

presents the experimental results and Section V

contains concluding remarks.

II. Feature Extraction

In this section, we describe three feature

extraction methods for handwritten numeral

recognition: directional gradient features by

Kirsch operators, directional stroke features by

local shrinking and expanding operations and

concavity features.

2.1 Directional gradient features

Generally, the directional features are obtained

in three steps: image normalization, direction

extraction, and feature measuring. We use the

Kirsch operator to compute the gradient

(strength and direction) from the numeral

image. Unlike other operators, such as Roberts

and Sobel, the Kirsch operator directly gives

the strengths of four directions [9],[12]. And

compared with chain code, the Kirsch operation

is more robust for noisy images [14].

Directional gradient features are calculated, as

described below:

(i) A binary input image is denoised by

removing the convex pixels and filling in the

concave pixels. Thereafter, size normalization

by using a bilinear interpolation algorithm is

applied to the image so that the image has a

standard width and height. In our experiments,

the size of a normalized image was set to

32×32.

(ii) Kirsch operators are applied to each pixel

of the normalized image to obtain four gradient

images. Thereafter, four directional images are

generated by binarizing each of the four

gradient images. These four binary directional

images can be viewed as directional

sub-images derived from the original image.

(iii) For feature measuring, each binary

directional image is partitioned into 16 (4

horizontal x 4 vertical) uniform zones and the

number of ‘1’ pixels in each zone is counted.

Then, the measurement of each zone is

calculated by normalizing these counts to a

range of values [0,1]. A simple equation for the

calculation of these features is given as

follows:
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
    i f ≥ 


  

 
 





 

(1)

Where, 
 is the feature value of the   zone

in the   directional image, and 
 is the

number of ‘1’ pixels in the   zone of the  

directional image, and   is the pixel value

of the   directional image at the position x

and y. The threshold value T should be

carefully chosen after several preliminary

experiments.

This way, a directional gradient feature vector

of size 64 (4 horizontal, 4 vertical, and 4

directional resolutions) is produced.

2.2 Directional stroke features

The basic idea of this feature extraction

method is described as follows: First, the

thickness of numeral lines in an input image is

changed to a 3-pixel width by using thinning

and expanding operations. Then, from this

processed image with numeral lines of 3-pixel

width, four directional images (horizontal,

vertical, and the two diagonal directions) are

generated by eroding the image in each

direction by using four directional shrinking and

expanding operations. Finally, directional stroke

features are obtained from these four directional

images by using the zoning method.

This method uses the directional shrinking and

expanding operations in addition to a

4-neighbor expanding operation, which are

defined as follows: The 8-neighborhood of  in

a binary image is shown in Fig. 1. The pixel

value of  (0 or 1) is denoted by  . Then, in

the directional shrinking operation, the pixel

value at  for direction  is calculated by:


 min       (2)

Similarly, in the directional expanding operation,

the pixel value at  for direction  is calculated

by:


 max       (3)

And, in the 4-neighbor expanding operation, the

pixel value at  is calculated by:

 max      (4)

Fig. 1. 8-neighborhood of a pixel 

By using above operations, Directional stroke

features can be obtained, as described below:

(i) A binary input image is denoised by

removing the convex pixels and filling in the

concave pixels. Thereafter, the size-normalized

image, in which the thickness of numeral lines

is 3-pixel width, is obtained as follows: First, a

thinning operation is applied to the denoised

image and the size of the thinned image is

adjusted by cutting out four outside blank lines

so that the image is fully filled with its

numeral pattern. After that, size normalization

by using a bilinear interpolation algorithm is

applied to the image so that the image has a

standard width and height. Thereafter, the

resulting image is binarized and a thinning

operation is applied again so that the thickness

of numeral lines is 1-pixel width. Lastly, a

4-neighbor expanding operation of Eq. (4) is

applied to the thinned image, to make the

thickness of numeral lines to be 3-pixel width.

In our experiments, the size of a normalized

image was set to 24×24.

(ii) Next, we generate four directional

images by applying directional shrinking

operations of Eq. (2) two times to the

preprocessed image obtained in step (i). In this

process, if Eq. (2) with direction   is applied

to the preprocessed image, the strokes of the

horizontal direction remain and the strokes of

all the other directions disappear by shrinking

effect, because the thickness of the numeral

lines in the preprocessed image is 3-pixel

width. Likewise, if Eq. (2) with direction   is

applied to the preprocessed image, only the

strokes of the vertical direction survive. In this
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process, surviving strokes have been

over-shrinked along their directions. So, the

directional expanding operation of Eq. (3) is

applied one time to each processed directional

image for compensation. Fig. 2 shows four

directional images obtained by this method,

compared with those images obtained by the

Kirsch operation method.

Fig. 2. Comparison of directional images: (a) input

image; (b) size normalized image of (a); (c)

directional images from (b) by Kirsch operation; (d)

preprocessed image of (a); (e) directional images

from (d) by our method.

(iii) For feature measuring, each binary

directional image is partitioned into 16 (4

horizontal x 4 vertical) uniform zones and the

zoning method of subsection 2.1 is applied, in

which Eq. (1) is also used for the calculation of

a feature vector.

This way, a directional stroke feature vector

of size 64 (4 horizontal, 4 vertical, and 4

directional resolutions) is produced.

2.3 Concavity features

The concavity features, which represent the

background information of a numeral, are used

as complements to the directional features

[12],[16],[19].

The concavity features are extracted from the

convex hull of a numeral, as shown in Fig. 3.

Concavity features are calculated, as described

below:

(i) A binary input image is denoised by

removing the convex pixels and filling in the

concave pixels. Thereafter, size normalization

by using a bilinear interpolation algorithm is

applied to the image so that the image has a

standard width and height. In our experiments,

the size of the normalized image was set to

40×40.

(ii) The normalized image is binarized and a

convex hull image is obtained from this binary

image.

Fig. 3. Five concavity images from a convex hull

image (each image is superimposed with numeral

strokes): (a) convex hull image; (b) left-opening; (c)

right-opening; (d) top-opening; (e) bottom-opening; (f)

closing.

(iii) Concavity features are extracted from

the convex hull image superimposed with

numeral strokes as shown in Fig. 3(a). Let's

call this image a revised convex hull image. All

image pixels inside the convex hull and outside

the numeral strokes are considered as concavity

pixels, and by examining concavity pixels, five

types of concavity images are extracted:

left-opening, right-opening, top-opening,

bottom-opening and closing. The left-opening

concavity image is obtained as follows: The

revised convex hull image is scanned from left

to right. All the concavity pixels which the

scanning line intersects before hitting the

numeral pixel form the object pixels of the

left-opening concavity image. Likewise, the

right-opening, top-opening, bottom-opening

concavity images are obtained by scanning the

revised convex hull image from right to left,

top to bottom and bottom to top, respectively.

Lastly, the concavity pixels which do not

belong to the four above concavity images

become the object pixels of the closing

concavity image. In every concavity image, the

values of object pixels are 1's and the values

of the others are 0's. Fig. 3 shows five

concavity images obtained by this method. In

this figure, each concavity image is composed
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of black pixels.

(iv) For feature measuring, each binary

concavity image obtained in step (iii) is

partitioned into 25 (5 horizontal x 5 vertical)

uniform zones and the zoning method of

subsection 2.1 is applied, in which Eq. (1) is

also used for the calculation of a feature vector.

This way, a concavity feature vector of size

125 (5 horizontal, 5 vertical, and 5 concavity

types) is produced.

When extracting two directional features in

subsections 2.1 and 2.2, we used different sizes

for normalization, that is, 32x32 for directional

gradient features by Kirsch operation and 24x24

for directional stroke features by our method.

The reason for this is explained as follows:

Directional images for directional gradient

features contain the directional edges of strokes,

so that directional strokes are represented as

two lines. On the other hand, the directional

images for directional stroke features contain

directional strokes themselves which are

represented as one line. In image processing,

properly representing the edges of strokes

requires more space than representing the

strokes themselves. Accordingly, the size of

normalization for directional gradient features

was set to be larger than the size of

normalization for directional stroke features.

III. Multi-class classifier by SVMs

To obtain high recognition rates, we use

Support vector machine (SVM) as a classifier.

SVM is a powerful learning technique based on

statistical learning theory and quadratic

programming optimization [17],[18]. In the last

few years, SVM has played an important role

in machine learning research, due to its

excellent generalization performance

[19],[20],[22].

Basically, SVM is a binary classifier. For our

task, we need multi-class SVMs. The simplest

strategies for implementing multi-class SVMs

are "one against the rest" and "one against

one". In the "one against the rest" strategy, k

SVM classifiers are constructed, where k is the

number of classes. For each class, it builds a

two-class classifier with positive and negative

class labels, where the samples of the

considered class are labeled as positive while

all samples of the remaining classes are labeled

as negative. Then, it obtains k decision

functions by solving k binary problems. The

right class is determined by the largest positive

value of the decision functions. In the

"one-against-one" strategy, k(k-1)/2 two-class

SVM classifiers are constructed from each pair

of classes for the given k-class problem. The

same number of classifiers is trained on each

of the two-class data by labeling two

counterpart classes as positive and negative,

respectively. For the testing stage, the voting

scheme known as "Max Wins" algorithm is

commonly used. Among these two strategies,

we used the "one-against-one" multi-class

strategy for numeral classification.

In SVM implementation, the optimization

method should be used to solve the quadratic

programming problem by using training

samples. We used the SVM library [21], which

is a fast SVM training algorithm that deals

with large scale data [22].

IV. Experiment and results

In our experiments, we used three different

features and the SVM classifiers to recognize

totally unconstrained handwritten numerals. Our

experiments were performed on the well-known

CENPARMI database of handwritten numerals.

It contains 6000 numeral images collected from

the envelope images of USPS. In this database,

4000 images (400 samples per class) are

specified for training and the remaining 2000

images (200 samples per class) are specified for

testing. All images are binary and vary in size.

Figure 4 shows the examples of the

CENPARMI numeral. The SVM classifiers were

implemented using the SVM library [21], and

image processing and feature extractions were

performed using C code.
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Fig. 4. Some examples of numeral data

For handwritten numeral recognition, we used

three types of features: directional gradient

features by Kirsh operator, directional stroke

features by local shrinking and expanding

operations and concavity features. Because

images of the CENPARMI database vary in

size, size normalization was applied to a binary

input image before extracting each feature. The

size of the normalized image was set to 32×32,

24×24 and 40×40 for the directional gradient

features, the directional stroke features and the

concavity features, respectively. We used a

bilinear interpolation algorithm for size

normalization. From these normalized images,

two sets of directional images were obtained

for two directional features and concavity

images were obtained for the concavity

features. Thereafter, by using the zoning

method, two directional features were extracted

from the pertinent directional images and the

concavity features were extracted from the

concavity images. In the zoning method, the

measurement of each zone was calculated and

normalized to a range of values [0,1] by using

Eq. (1), where threshold values used for

normalization were 16, 10 and 54, for the

directional gradient features, the directional

stroke features and the concavity features,

respectively. These threshold values were

carefully chosen after several preliminary

experiments by using the SVM with individual

features. The extracted feature vectors are

listed as follows:

- Directional gradient features (grad): [4x4],

4-directions

- Directional stroke features (strk): [4x4],

4-directions

- Concavity features (conc): [5x5],

5-concavity types

We used SVM classifiers for classification.

The feature vectors were scaled before they

were used in classifiers in the training and

testing stages [19],[22]. In our experiments,

scaling was defined as making the Euclidian

distance between any two feature vectors lies

within the interval of 0 and 1. Scaling of a

feature vector was achieved by dividing the

feature vector by the scaling factor, where the

scaling factor is equal to the farthest distance

between two feature vectors in a training

feature set.

Since SVM was a binary classifier, the

"one-against-one" method was used to

construct a ten-class classifier for our numeral

recognition. On the given feature sets, k(k-1)/2

two-class SVM classifiers, where k=10, were

trained on the training data set, and then the

trained classifier was used to classify the test

data set. For SVM, we selected the RBF

kernel, which is known for giving the highest

accuracy [12],[20]. In experiments with each

feature set, we varied the values for the SVM

parameters C and  , and searched for the best

ones which correspond to the highest

recognition rate, where C is a parameter to

control the tolerance of classification errors in

training and  is the radius parameter of the

Gaussian RBF kernel. In the testing stage, the

voting scheme "Max Wins" was used as the

decision method.

Table 1 and Table 2 show how the

classification accuracy is influenced by the

SVM parameters C and . We select these two

parameters according to the results of many

preliminary experiments. These two tables

show the results of preliminary experiments.

Table 1 shows the recognition rates vs. 

when C is set to 10. This result shows that in

the case of testing each single feature set, the

directional features(grad, strk) are superior to

the concavity features(conc), and the directional

stroke features (strk) is slightly better than the

directional gradient features(grad) in recognition

performance. The highest recognition rates for

each single feature set occurred at different 
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values. The peak recognition rate was achieved

at = 0.1 for the composite feature made by

two directional feature sets and one concavity

feature set. This table shows that the

classification accuracy was influenced by the

value of the SVM parameter . Table 2 shows

the recognition rates vs. parameter C when 

is set to 0.1. This result shows that the

parameter C value influences the classification

accuracy of each single feature set, but has no

effect on the classification accuracy of the

composite feature made by the three feature

sets.

Table 1. Recognition rates(%) vs.  (C = 10)



used features
0.06 0.08 0.1 0.12 0.14

grad 97.80 97.60 97.65 97.70 97.60

strk 97.75 97.90 97.85 97.80 97.70

conc 97.15 97.10 97.20 97.20 97.10

grad + strk + conc 98.75 98.95 99.10 99.00 98.90

Table 2. Recognition rates(%) vs. C ( = 0.1)

C
used features 2 6 10 14 18

grad 97.95 97.70 97.65 97.65 97.65

strk 97.85 97.85 97.85 97.85 97.85

conc 96.90 97.20 97.20 97.25 97.20

grad + strk + conc 99.10 99.10 99.10 99.10 99.10

Table 3 shows the recognition rates of

individual and composite features when the

SVM parameters are set as C=10 and = 0.1.

From this table, we can see that each

combination of two feature sets gives a better

performance than a single feature set. This

means that each single feature set works with

a different discriminating power and it

cooperates with other feature sets to enhance

the recognition accuracy. By using the

composite feature of the three feature sets, we

obtain a recognition rate of 99.10%. Table 3

also shows the recognition rates[3] by

MLP(multilayer perception) neural network

classifier for comparison, For impartial

comparison, the same database should be used

in the experiments. In reference [3], the

CENPARMI numeral database was used, and

this table showed that performance of our work

was improved by using the discriminative

power of SVM.

Table 3. Recognition rates (%) of individual and

composite features (C=10, =0.1)

Multiplicity used features
recognition rate

SVM M:P [3]

single feature set

grad 97.65 96.45

strk 97.85 96.20

conc 97.20 96.09

two feature sets

grad + strk 98.95 96.65

grad + conc 98.35 97.69

strk + conc 98.70 97.70

three feature sets grad + strk + conc 99.10 98.35

In our experiments, we could see that there

was several misclassified numerals, although

they looked recognizable by their distinct

shapes. This means that further research to

generate the features with more discriminating

power is necessary.

The computation time for the three feature

extraction methods and SVM classifier have

been obtained on a personal desktop computer

with Intel Core i5-2400 CPU 3.1GHz 4.00GB

RAM., Each method was implemented using the

C code. Table 4 lists the computation times

obtained by each method, which shows that the

total computation time of our method for one

numeral is 0.016107 seconds. This speed seems

to be good for several applications.

Table 4. Computation time for each step of our

scheme [millisecond]

feature extraction classification
total

grad strk conc SVM

0.882 1.685 3.034 10.506 16.107

V. Conclusion

In this paper, we use the foreground and

background features and SVM classifier to

improve the accuracy of handwritten numeral
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recognition. In our scheme, the foreground

features are two kinds of features: the

directional gradient feature by conventional

Kirsch operators and the directional stroke

feature by our method, and the background

feature is the concavity feature which functions

as complement to the directional features.

The efficiency of our scheme was tested by

recognition experiments on the handwritten

numeral database CENPARMI, where we used

SVM with RBF kernel as a classifier. The

experimental results showed that each

combination of two or three feature sets gave a

better performance than a single feature set.

This means that each single feature set works

with a different discriminating power and it

cooperates with other feature sets to enhance

the recognition accuracy. By using the

composite feature of the three feature sets, we

achieved a recognition rate of 99.10%.
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