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A Method to Simulate Frictional Heating at Defects in Ultrasonic 
Infrared Thermography
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Abstract Ultrasonic infrared thermography is an active thermography methods. In this method, mechanical energy 
is introduced to a structure, it is converted into heat energy at the defects, and an infrared camera detects the heat 
for inspection. The heat generation mechanisms are dependent on many factors such as structure characteristics, 
defect type, excitation method and contact condition, which make it difficult to predict heat distribution in 
ultrasonic infrared thermography. In this paper, a method to simulate frictional heating, known to be one of the 
main heat generation mechanisms at the closed defects in metal structures, is proposed for ultrasonic infrared 
thermography. This method uses linear vibration analysis results without considering the contact boundary condition 
at the defect so that it is intuitive and simple to implement. Its advantages and disadvantages are also discussed. 
The simulation results show good agreement with the modal analysis and experiment result.
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1. Introduction

Thermography is a method to detect defect 
on a structure using infrared(IR) camera. There 
are mainly two types: passive and active 
thermography [1]. “Active” means that external 
energy is applied to a target structure, which 
can be optical, electrical or mechanical, but 
“passive” method requires no external source.  
The active thermography gathers its importance 
in a variety of NDE fields [2,3], for example, 
composites [4] and dissimilar metal weld 
inspections [5]. Ultrasonic infrared thermography 
(UIRT) is one of the active methods and uses 
mechanical vibration as the energy source. It has 
been increasingly investigated as an NDE 
method since UIRT shows its potential to detect 
defects in complex structures, which are difficult 
to detect using conventional NDE method [5]. 
In addition, due to the rapid development in 
manufacturing, data processing capabilities, IR 
camera becomes less expensive than before and 

thus the method has been widening its 
application fields. However, it still needs more 
in-depth investigation and optimization to 
increase its stability. 

In UIRT, mechanical energy is introduced to 
a structure in order to generate heat at target, 
and IR camera detects the heat for inspection. It 
has been known that there are several heat 
generation mechanisms such as friction, thermos- 
elastic effect, and plastic deformation [6]. 

However, it is difficult to predict how much 
heat is generated from each of the mechanisms, 
since it is dependent on many factors such as 
material and geometry of the structure inspected 
and excitation method. In experiments, it is 
difficult to control such factors accurately and 
independently. Thus, it would be very useful if 
the UIRT can be modelled and then virtually 
tested with the model to estimate its performance. 

Modelling UIRT has been an issue to 
achieve its robust and stable estimation for heat 
distribution and been investigated during the 
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Fig. 1 Schematic of UIRT 

past decades [7,8]. Numerical calculation using 
Finite Element Method (FEM), for example, has 
often been used to simulate all or part of the 
UIRT. One of the difficulties in the simulation 
is the fact that the heat mechanism is involved 
with physical contact of the two surfaces of a 
crack. This inevitably introduces nonlinearity to 
the simulation, and then the FEM computation 
becomes laborious. In this paper, a model to 
estimate frictional power is proposed without 
considering contact mechanism. Background 
theory will be introduced in the next section, 
and the proposed simulation procedure is 
explained in Section 3. A simulation results are 
described and analyzed in Section 4, and the 
results are compared with an experiment in 
Section 5. The paper is concluded in Section 6. 

2. Heat Generation Mechanism in Vibro-     
Thermography

A typical UIRT setting is shown in Fig. 1. 
Heat is generated at crack, and IR camera 
detects the heat for inspection. In UIRT, there 
are several heat generation mechanisms such as 
friction, thermoelasticity and plastic deforma- 
tion [6]. Frictional heating is known to be a 
main contributor to the heat generation at defect 
in a metal structure [9,10], and the mechanism 
is of interest in this paper. 

Friction at a crack is created by contact 
between two crack faces. There are three 
vibration modes for crack [11] as in Fig. 2. The 
first mode shows clapping motion, and heat can 
be generated by volume deformation of the two 
side of the crack. In the other two modes, 
rubbing interaction creates frictional heat. The 
frictional power  at the contact area is known 
as a function of the relative force and velocity 
of the crack surfaces [12], which can be 
expressed as

 (1)

where  is friction coefficient,  is normal 
force, and v is tangential velocity as indicated 
in Fig. 3. Intheory, if the three factors in the 
right hand sides of Eq. (1) are known, the 
frictional power can be obtained. They maybe 
able to be estimated from computer simulations 
by appropriate model for the frictional behavior. 

Fig. 2 Model for crack vibration modes from [11]

Fig. 3 Normal force and tangential velocity at a 
crack
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Fig. 4 Normal force and tangential velocity from 
the motion of crack surfaces for frictional 
power calculation

3. Frictional Power Estimation at Defects
 
In order to estimate the frictional power, a 

method is proposed in this section. In this 
method, vibration analysis is first executed 
without considering a boundary condition at a 
defect, and then the power is estimated based 
on the motion of the crack surfaces. An 
example procedure is as follows. First, a model 
having a crack with zero width is created, in 
which all nodes have their pair and each pair is 
at the same location in the three dimensional 
space. Secondly, FEM is conducted to estimate 
vibration of motion of the crack surfaces with 
no contact boundary condition at the crack. 
Excitation to the model in this simulation can 
be harmonic or time series input. Once the 
simulation is completed, the displacement at the 
two crack surfaces is obtained from the FEM 
results. Note that since there is no contact 
condition, the two crack surfaces can be 
overlapped to each other, which cannot occur in 
real world. For each node pair, we can measure 
relative normal distance between the two. If the 
distance is negative, then the nodes are 
overlapped in the simulation as Fig. 4 (c) but 
we assume that contact occurs at the middle 

point of the pair hypothetically as in Fig. 4(d). 
Normal force  loaded at the node pair can be 
estimated proportional to half the relative normal 
distance ∆ as in Fig. 4(d), which can be 
described as 

 ∝∆∆ (2)

where  is Young’s modulus. Similarly, relative 
tangential distance ∆ can be found as in Fig. 
4(b), and used for estimating tangential velocity 
v:

 ∝∆∆ (3)

Then, the frictional power from Eq. (1) becomes

≈∆
∆
∆
∆ (4)

The total friction energy  over the crack for a 
certain amount of time    can be calculated by 
integrating the power over the hypothetical 
contact area  and the given time  :

∫ ∫=
T A

dxdtPE (5)

Since this procedure requires no contact 
boundary condition which leads to nonlinearity, 
it needs only a simulation tool for linear 
vibration analysis and thus is simple to 
implement. However, achieving the simplicity, 
the method scarifies a few realistic features. It 
is assumed that the element size is small enough 
to determine area of contact based on the 
relative location of the pair on the area, and the 
relative displacement ∆ and ∆ is large 
enough to generate frictional heat. There is no 
resistance between the crack surfaces during 
their vibration, which means that the friction 
power calculated by this method is the 
maximum possible power at the crack. 

Nevertheless, the frictional power can be 
calculated based on the vibration motion of the 
crack, which is the main cause of the power, 
and the heat distribution estimated by this 
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Table 1 Material properties of aluminum

 Young’s modulus 
(GPa)

Density 
(kg/m3)

Poisson 
ratio

Aluminum 700 2700 0.35

Fig. 5 CT sample for the simulation

Fig. 6 One cycle of the two crack surfaces with 
30 kHz excitation

Fig. 7 Frictional energy across crack height for 20, 
30 and 40 kHz excitation

method can be used for qualitative comparison. 
It is useful to see the relative heat profile on 
the crack and to compare cases under different 
test environments. Using this method, friction 
power across crack area can readily be estimated 
and one example will be described in the next 
section.

 
4. Simulation 

4.1. Frictional Power Estimation
 
The frictional power estimation is demon- 

strated in this section for a compact tensile (CT) 
specimen model as an example. It is 60 × 62 × 
13 mm in size and has a 15 mm smooth crack 
as in Fig. 5. The material properties are shown 
in Table 1. The model was discretized 
approximately by 1 mm which corresponds to 
1/75 of shear wavelength for 40 kHz excitation 
in the material and then it has approximately 
145000 degree of freedom (DOF). The vibration 
analysis was conducted in time domain using 
explicit FEM code, Pogo [13]. Input to the 
specimen was simulated by uniform force given 
to nodes on a circular area of radius 5 mm in 
the specimen. Input frequencies are selected as 
20, 30 and 40 kHz and the duration was 50 
cycles. Note that the crack has zero width so 
that one node pair exists at one point on the 
crack area. Fig. 6 shows a cycle of vibration 
motion of the two crack surfaces.

As explained in the previous section, the 
two surfaces are freely overlapped to each other 
since there is no contact boundary condition. 
Based on the vibration displacement at the crack 
surfaces, hypothetical contact surface can be 
defined as in Fig. 4, and the frictional energy 
can then be estimated by Eqs. (2-5). The 
friction energies for 20, 30 and 40 kHz across 
the crack surface are in Fig. 7. The energy 
profiles for the all three frequencies have their 
maximum at the end (0 mm) and minimum at 

the tip of the crack (15 mm). This is reasonable 
since there is no rubbing at the tip and the 
crack surfaces have more freedom to move at 
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Fig. 8 Natural frequencies of the CT specimen

Fig. 9 Mode shapes for 20, 30 and 40 kHz

the end. Interesting features of the graph are 
that it gets more energy with 30 kHz than 20 
or 40 kHz excitation and it is virtually zero 
energy at 20 kHz. This is related to the motion 
of the crack. Fig 6 shows that the two surfaces 
are moving as they are rubbing each other 
(similar to the third mode in Fig. 2) so that the 
friction energy is higher than the other two 
results. This point can be explained more by its 
dominant motion of the crack surfaces, which 
will be explained in the next section.

 
4.2. Modal Analysis 

 
In this section, modal analysis of the 

specimen was executed with a FEM open 
source, Calculix [14], for the FEM simulation. 
The discretized CT specimen model is the same 
as the one used in the previous section. 
Frequency range of interest was selected 
between 5 to 45 kHz, and 18 modes were 
found in total as shown in Fig. 8. Mode shapes 
of three modes are selected to see their 
vibration motion in Fig. 9, whose modal 
frequencies are closest to 20, 30, and 40 kHz. 

Fig. 9 shows the three modes at opposite 
phase. For the 40 kHz case, the two crack 
surfaces are moving opposite in ± y direction 
as can be seen in Fig. 9(c). This motion 
corresponds to the second mode in Fig. 2. For 
30 kHz case, the two surfaces are rubbing in  
±x direction as in Fig. 9(b), corresponding to 

the third mode in Fig. 2. However, at 20 kHz, 
the two surfaces are moving in the same 
direction along z axis in Fig. 9(a), which 
generates virtually no friction at the crack. The 
results show that the rubbing mechanism at the 
vibration modes is responsible for the large 
frictional energy at 30 and 40 kHz in Fig. 7.

5. Comparison with an Experiment 

The simulation result in the previous section 
is compared with an experimental result. The 
authors were conducted a vibrothermogrphy 
experiment in [10], and the result is used for 
the comparison. For completeness of the paper, 
short summary of the experiment is introduced 
here but for details see [10]. It was conducted 
with a CT sample which includes a microcrack 
as shown in Fig. 10. Size of the crack is 
approximately 11 mm and its width was 
measured as 10.9 micrometer at the end of the 
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crack and 2.1 micrometer at the tip of the 
crack. An ultrasonic excitation was given to the 
specimen and its frequency is 30 kHz.

Considering the crack width and temperature 
profile on the crack, the heating mechanism was 
concluded to be frictional heating in the 
reference. Fig. 10 shows an thermographic image 
after the specimen was excited. The temperature 
profile along the crack is indicated in Fig. 11 
showing high temperature at the initiating point 
of the crack and low at the tip. The experi- 
mental result agrees well with the simulation 
one in Section 4 as can be seen in the figure. 
This is a qualitative comparison only for 30 kHz 
excitation case between the experiment and the 
simulation, but shows very promising results. 
More validation cases will be covered in future 
work to examine the usefulness of the frictional 
heating model. 

Fig. 10 Heat detected at the crack[9]

Fig. 11 Temperature profile along the crack from 
the simulation and experiment

 

6. Conclusion

A method to estimate frictional power at 
defect has been developed for UIRT and 
described in this paper, which uses a linear 
vibration model without considering contact 
boundary conditions at defects. Because of the 
linearity, this method is intuitive and simple to 
implement, but the frictional energy computed by 
the method may include quantitative margin due 
to the absence of contact effect. Nevertheless, it 
can be used to qualitatively estimate frictional 
energy based on the motion of the crack surfaces, 
which can be used for prediction of experiment 
results and parametric studies for UIRT.

Simulation using the method were conducted 
for a CT specimen with different excitation 
frequencies, and the results are compared well 
with modal vibration analysis results. The 
simulation result was also compared with an 
experiment and the temperature profile shows 
good agreement. 
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