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Introduction 

The Augmented Reality (AR) and Virtual Reality (VR) tech-
nologies provide many contents that we can barely experience 
in reality. Further, the developments in performance of comput-
er and GPU are based on putting virtual environment into our 
reality efficiently. The core technologies in developing contents 
of AR and VR are 3D character modeling and 3D character ani-
mation. These are used in various areas such as 3D film, game 
industry, Physics, Medical simulation and Educational contents. 
In this review, we discuss the method of animating contents in 
the virtual reality. 

There are two topics of 3D character animation, namely, Fa-
cial animation and Body animation. Facial animation implies 
the representation of natural facial expressions. There are two 
methods of producing this type of animation. One is the Geom-
etry-based approach which is based on control point in 3D char-
acter face mesh and the other is Blend shape model-based ap-
proach which utilizes 3D facial expression template blending. 
The tree-structured skeleton is usually used for animating body 
motion. In addition, to achieve more realistic character move-
ments, not only physics but also non-rigid deformation of skin 

or clothes are adopted. 
In this paper, we discuss Geometry- and Blend shape model-

based of facial animation as well as Skeleton- and Physics-based 
of body animation.

Facial Animation

There are two ways to construct a face model. The first one is 
based on geometry. In this method, control points are defined 
in 3D character’s face meshes and the face meshes related to 
moving the control points are deformed. The second method 
is based on Blend shape. It is a way to represent facial expressions 
by blending sample shapes. In the following section, we intro-
duce the methods of animating using these face models.

Geometry-based 
In many studies employing Geometry-based approach, re-

searchers show how to match the facial feature points from in-
put video or webcam to the control points in face meshes using 
regression. Then the animation is made by controlling the face 
meshes which are dependent on the controlling points. Dut-
reve (1) proposed a method of facial animation. In his work, he 
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extracted the facial feature points from videos and images. By 
using RBF (Radial Basis Function), regression problem between 
the feature points from 2D data and 3D feature points can be 
solved. It implies a map from the feature points of source image 
to the corresponding feature points in 3D face meshes using RBF. 
Then, displacement was calculated by GPU based on a linear blend 
skinning and animation was made by automatic rigging. Rhee 
(2) extracted feature points from webcam and defined the dis-
placement using RBF regression. The displacement was used in 
face mesh deformation by GRBF (Geodesic Radial Basis Func-
tion). Rhee pointed out that defining geodesic distance using con-
nectivity between face meshes was more efficient than defining 
Euclidean distance between feature points as RBF’s input.

Blend Shape model
“Blend shape” is a kind of sample model to represent facial 

expressions. It is usally used in film industry for making realistic 
humanoid characters. It represents facial expressions by blend-
ing using many weights of sample models. Blend shape model is 
defined as the following equation (3).

where f is resulting face, bk is individual Blend shape and wk is 
blending weight.

Basic template 3D meshes which represent neutral expres-
sions are used for constructing blend shape and they are usual-
ly hand-crafted. One of the most famous methods is construct-
ing blend shape’s parameters from real human model. This 
method is well-known to be capable of making more realistic 
models. For example, Erika (4) applied motion capture data of 
feature points which work frequently such as eyelid, eye and 
mouth to 3D Blend shape model (Fig. 1). Deng in (5) used more 
than 100 feature points to improve the performance of motion 
capture. 

There are several methods for facial animation. The method us-
ing blend shape model is calculating weights per selected frames. 
Key-frame animation and Performance-driven animation are 
two approaches of this method. In the former approach, key-
frames are selected randomly and motions are produced by in-
terpolating blending weights of each Key-frame. Many commer-
cial programs (such as Maya) provide such spline interpolation (6). 

The latter approach creates character’s motion based on 3D 
motion capture. Using motion capture is one of the famous 
schemes in not only facial animation but also body animation. 
Joshi (7) proposed a way of blending weight αi to minimize dif-
ference between position of face from motion capture (Mi) and 
Blend shape (Vij) as following equation 

where M is the number of motion markers and n is the number 
of Blend shapes. The blend weight αi should be updated in ev-
ery frame and in every region. However, there is a limitation 
on representing various facial expressions because Blend shape 
model is linear. To solve this linear problem, a number of meth-
ods such as expression retargeting are used to make natural 
movements (8). Although there are many ways to capture mo-
tion such as using Kinect, researchers tend to develop their own 
motion capture technologies recently. Kiran (9) constructed 
actor’s Blend shapes by making meshes which focus on impor-
tant contour features such as eyelid and mouth from input vid-
eo. He wanted to get a more detailed movement by focusing on 
more significant parts of face which involve in frequent move-
ments.

Besides, Expression cloning is also used for facial animation (10). 
Expression cloning applies real face’s motion to target face 
(blend shape model). It is usually used in putting expressions 
to CG characters in movie making. For instance, in production 
of “Avatar”, synchronization between Blend shape and actors 

Fig. 1. Constructing blend shapes with motion capture (4).
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whose faces are marked is used for putting expressions. 
As we mentioned earlier, linear Blend shape model causes a 

limitation on representing a variety of facial expressions. Nev-
ertheless, Blend shape model makes expressions more various 
and detailed compared with other linear models such as PCA 
analysis. Therefore, Blend shape model is used in many areas 
including facial animation. 

Body Animation

In this section, we present a brief review of methods about 
3D character body animation in computer graphics area. Gen-
erally, 3D character body animation can be understood as sur-
face deformation followed by movements of several control 
points called bones or joints. While most of facial animation 
methods depend on blending with pre-defined expression 
shapes, the body animation techniques are defined as a binding 
between skeletal primitives (joints or bones) and vertex on mesh 
surface. 

Early in the 21st century, Face Body Animations (FBAs) speci-
fication which is 3D character animation coding standard was 
published by MPEG-4. For body animation, FBAs specifies the 
Body Definition Parameters (BDPs) and the Body Animation Pa-
rameters (BAPs). The BDPs consist of 88 joints and 296 BAPs 
which are control parameter of animation. Detailed character 
movements such as hip twisting are defined in BAPs. However, 
the number of the BAPs-296 is are so too large to be imple-
mented efficiently. For this reason, recent character animation 
methods do not use the FBAs. 

Most methods of 3D character body animation can be cate-
gorized into Skeleton-based and Physics-based approach. The 
former animates the character body with skeleton-surface 
bindings. On the other hands, the latter facilitates detail part 
(hair, clothes…) animation by solving the Finite Element Mod-
el (FEM) or the Boundary Element Model (BEM).

Skeleton-based approach
This approach animates the character body by characterizing 

the relation between underlying skeletal structure and motion. 
These methods are called Skeletal Subspace Deformation (SSD) 
or Skinning. We refer to this approach as Skinning. The earli-

est Skinning-related work is the method proposed by Magnen-
at-Thalmann (13). He proposed a Joint dependent Local Defor-
mation (JLD) operator which is able to generate object grasping 
animation of hand through the binding between joint and lo-
cal deformation. Nowadays, this method is referred as Linear 
Blend Skinning (LBS). 

General LBS deforms the character surface using a matrix 
which represents rigid motion of the bone of the character. 
Blending this matrix with skinning weight and vertex position 
yields,

Where v is a position of a vertex, v’ is position of the de-
formed vertex, Tji is homogeneous transformation and wi is a 
weighting parameter of blending. Displaced position v’ is rep-
resented by weighted sum of homogeneous transform matrix 
of related joint and the position vector of that vertex. Because of 
its simple notion, LBS has wonderful advantage for implemen-
tation and processing speed. 

However, this simplicity arises some artifacts. When the ob-
ject’s joint is twisted hard, blended vertex displays unwanted 
results called candy-wrapper artifact. Another serious artifact 
called skin collapse is occur when the elbow is bent more than 
90 degree with respect to its forearm (Fig. 2). These artifacts 
are derived from intrinsic problem of blending transformation 
matrix. Alexa (14) stated that the result of linear blending of ro-
tation is not more than that in SO (3) group. This means that lin-
ear blending the rotational part of homogeneous transform ma-
trix is not rotation anymore.

Some researchers proposed methods to solve this problem 
without changing of LBS’s equation (15, 16). Wang (15) proposed 
Multi Weight Enveloping (MWE) assigns 12 weights to each 
transform matrix related to vertex deformation. These numbers 
are derived from the number of motion-related component of 
homogeneous transform matrix (3×3 rotation, 3×1 transla-
tion). This method solved these above artifacts. But 12 weights 
are too many for animation control. Also implementation be-
comes complex with this method. Merry (16) pointed out that 
12 weights are not necessary for solving LBS’s problem. The 

Fig. 2. Skin collapse (Right), Candy wrapper (Left) artifacts and Result of Right (16).
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method called Animation Space uses only four parameters. It 
is a less complex algorithm compared to the MWE. 

Another approaches are related to modify the blending meth-
ods (17, 18). They uses various technique to solve unnatural de-
formation of body. Park (17) proposed a complex but more nat-
ural deformation method which uses adapted transformation 
matrix. This matrix consists of rotational transform matrix 
(3×3) and quadratic deformation matrix (3×3) and its residual 
(3×3). These are concatenated to generate the final transform 
matrix (3×9). His work shows a more sophisticated deforma-
tion than the general LBS. In another study related to this field, 
Cordier (18) used Log-matrix blending method. The logarithm 
function was used for sophisticate blending. Although their 
implementation is more natural than Park’s one. But there is a 
serious artifact which is related to the characteristic of rotation. 
Log-matrix blending does not always guarantee the shortest-
path between rest pose and deformed pose. This yields a seri-
ous artifact as illustrated in (Fig. 3).

To preserve the simplicity and speed of LBS and to solve the 
artifacts derived from the property of blending rotations, many 
researchers relied on mathematical tools (19-23). In kinematics 
the quaternion blending is widely used to blend the rotation ma-
trix without the loss of algebraic property of SO (3) group (20). 
Ken (21) proposed Spherical Linear Interpolation (SLERP) which 
perfectly blends rotation using non-linear method. Based on 
this, Kavan (22) proposed Spherical Blend Skinning (SBS). For 
computational speed, he used the linear blending of quaterni-
ons. He stated that linear blending of quaternion was a better 
approximation than linear blending of rotations. However, 
there is another problem with this effort. General quaternion 
cannot represent the translational part of rigid motion. That’s 
why Kavan (19) augmented his prior work with dual quaternion. 
Rigid-motion of the character can be understood as a screw mo-
tion. This motion can be represented efficiently by dual quater-
nions. So he linearly blend dual quaternions to get better approxi-
mation of correct blending of transformation. This approach 
called Dual quaternion Linear Blending (DLB) preserves rigid-
motion in SE (3). DLB is more powerful yet less complex than 
other methods. Famous 3D animation movie “Frozen” adopted 
this method (23).

Other interesting studies related to skinning are automatic 
skinning weight calculation which is a part of rigging (24, 25). 
Generally, the skinning weights are determined by artistic labor. 
On the other hand, automatic assignment can also be done with 
proximity between bone and surface vertex. Baran (24) pointed 
that proximity-based weight assignment can be resulted in im-
proper vertex-bone binding. His method considers not only prox-
imity but also smoothness related to the surface. He solved heat 
diffusion equation for vertex-bone binding. Another approach 
is Example-based approach (25). A set of examples provided by 
artists is used for determining skinning weights. This method 
shows more natural results than the previous one but it requires 
the artists to do tedious work in making examples. Moreover, 
unless sufficient examples are provided, the animation would 
be unnatural.

Besides, there are several approaches such as directly interpo-
lating example meshes or non-rigidly deforming the character 
using Principal Component Analysis (PCA) (26, 27).

Physics-based approach
Animation details such as skin deformation through muscle 

contraction or behavior non-rigid unit like clothes are modeled 
using physical theories. Mathematical models are used for these 
purposes. Methods for deforming human skin with muscle 
contractions exploiting such models are FEM and BEM (28, 29). 
Guo (28) adopted FEM method to generate user specific skin 
deformation using deformation chunk. Another research relat-
ed to this is proposed by Tang (29). His method is based on BEM, 
which demonstrated skin deformation caused by movement of 
human lower limb. 

Non-rigid deforming parts such as hair or clothes is also an-
other interest of this area (30-32). Velocity, bending, stretching 
of mass-spring systems play a key role in motion of this defor-
mation. Hyun (33) proposed a sweep surface instead of skeleton. 
The sweep surface can afford to realize anatomical details such 
as bone-protrusion, muscle bulge, skin folding. The GPU-based 
collision detection model helps improve performance of this 
method. 

Fig. 3. Comparison between LBS and DLB (Left), Log-matrix and DLB (Right) (19).
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Discussion

We categorized the 3D character animation as face and body 
animation. In many applications, both types of animation re-
quire simple and real-time applicable method. But there are 
some problems related to such efficiency. For blend shape ani-
mation, linearly blending of template shapes would fail to real-
ize fine-scale details such as winkle. Recent studies support this 
hypothesis using Detail-maps for shading (34). For skinning, 
applying non-rigid deformation to a character is hard. It seems 
that physics-based approach can solve this problem. Nonethe-
less, there is no generalized method to animate detail animations. 
Kavan (19) tried to animate non-rigid deformation by separating 
animation as non-rigid part and rigid part. 

Conclusion

To create a realistic avatar in virtual reality, 3D character ani-
mation techniques are very important. We reviewed various 
researches which aim to animate natural 3D character. For a 
decade, many industrial manufacturers have been using these 
methods for 3D films, games and scientific simulations. How-
ever, non-rigid deformation of the 3D character is still hard to 
realize. Much research focuses on non-rigid deformation of 
object, which deals with local deformations of special part such 
as clothes. To augment the naturalness of virtual environment, 
more sophisticated method to generate detail animation with-
out the loss of simplicity and computational speed would be need-
ed. These methods would enable us to apply the virtual envi-
ronment to remote diagnosis, virtual surgery and so forth. 
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