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Three-dimensional integration technology results in 
area savings, platform power savings, and an increase in 
performance. Through-silicon via (TSV) assembly and 
manufacturing processes can potentially introduce defects. 
This may result in increases in manufacturing and test 
costs and will cause a yield problem. To improve the yield, 
spare TSVs can be included to repair defective TSVs. This 
paper proposes a new built-in self-test feature to identify 
defective TSV channels. For defective TSVs, this paper 
also introduces dynamic self-repair architectures using 
code-based and hardware-mapping based repair. 
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I. Introduction 

The three-dimensional (3D) integration technology enables 
systems with direct die stacking and die-to-die bonding. 
Through-silicon vias (TSVs), which are vertical 
interconnection links, provide a plurality of benefits such as 
high-density, high-bandwidth, and low-power operation [1]-[3]. 
Multiple device layers are placed together using TSV 
technology forming 3D stacked integrated circuits (3D SICs) 
[1], [2], [4]-[7]. For example, 3D stacked memory may include 
coupled layers or packages of DRAM memory elements. A 
number of semiconductor companies have announced 3D 
stacked memory products [3], [8]. TSV technology shows a 
blueprint in the semiconductor business to overcome the 
technology scaling limitation and continue Moore’s Law [1], 
[3]. These advantages are helping companies meet the 
increasing market demands for high-density and low-power 
applications such as server applications and low-power system-
on-a-chip (SoC) systems used in hand-held device applications. 

While TSV technology has been shown to be a promising 
solution, there are concerns regarding the yield for 3D SICs 
[4]-[7], [9], [10]. The yield issues are dependent on many 
factors. The 3D SIC processing step includes wafer thinning, 
handling, and a post bonding process. Foreign particles caught 
between wafers, dies, or die-wafers can reduce the yield. Edge 
effects such as vulnerability to damage at the bonding edges, 
and alignment problems caused by via misalignment errors, 
cause a yield problem [11]. 

We can mainly classify the yield loss into two categories as 
shown below [6] and [12]. 

(a) Stack yield loss caused by defects in the stacked dies or 
wafers. 

(b) Assembly yield loss caused by defects in the assembly 
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process. 
Yield losses may result in significant costs for 3D SICs for 
device manufacturers. 

For 3D SICs, testing plays a key role in guaranteeing the 
operation of 3D SICs since the assembly process and TSV 
manufacturing can potentially introduce defects. The test for 
3D SICs has three main phases: a known-good die test, a 
known-good stack test, and a final test with the packaged 
product [11]. A known-good die (KGD) test of individual dies 
is performed after fabrication. For stacked dies, the known-
good stack test is then run for intermediate stacked and final 
stacked dies. In this step, flaws or defects in the stacking 
process are identified. After packaging, the packaged product is 
tested as a final test. Some researches have been conducted on 
built-in-self-test (BIST) approaches to enhance a test flow for 
TSV technologies [2]- [6], [12], [13]. 

To overcome the yield issues, hardware redundancy has been 
widely applied. In 3D SICs, spare TSVs, such as column or 
row redundancies in memory, can be mainly used as a 
hardware redundancy technique to repair defective TSVs 
between stacked dies. Previous researches have focused on 
hardware-redundancy based TSV repair approaches [1], [3], 
[6]-[7], [14]. In this paper, we propose a new BIST feature to 
identify defective TSVs in 3D SICs and introduce cost-
effective dynamic TSV repair techniques.  

The remainder of this paper is organized as follows. In 
section II, some previous related works are described, and in 
section III, dynamic TSV repair approaches are proposed. 
Analysis and experimental results are given in section IV, and 
section V ends the paper with some concluding remarks. 

II. Related Works 

The low reliability of TSVs has brought about yield issues in 
3D SICs [4]-[7], [9], [10]. Hardware redundancy is a 
commonly used technique to enhance a low yield problem. As 
a hardware redundancy in TSVs, spare TSVs are placed in 3D 
SICs to repair defective TSVs. TSV repair architectures can be 
implemented in a chain or grid type.  

Figure 1 shows chain-type TSV redundancy approaches. In 
Fig. 1(a), doubling and tripling redundancy approaches are 
proposed. For doubling redundancy, a spare TSV is placed in 
every other TSV channel and a defective channel is re-routed 
to the spare TSV. With a tripling redundancy approach, spare 
TSV channels are located to tolerate one or two defective 
channels. This approach provides high fault-tolerance; however, 
there is a huge area overhead required to implement doubling 
and tripling TSV redundancy architectures [7]. Figure 1(b) 
shows a signal switching repair approach with two spare TSVs. 
Two spare TSVs are placed at the beginning and end of a  

 

Fig. 1. Chain-type TSV repair architectures: (a) doubling and 
tripling redundancy, (b) signal switching, and (c) signal-
shifting repair architectures. 
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group of TSV channels. Because I/O data can be sent to the 
left- or right-neighboring TSV to avoid defective TSVs, the 
signal switching method can tolerate two TSV failures [3]. This 
approach requires less hardware overhead than the doubling or 
tripling approach in Fig. 1(a). TSVs with spare channels are 
bundled to provide data routing toward the left- or right-
direction using spare TSVs on each side. To reduce hardware 
costs, a TSV signal shifting approach, shown in Fig. 1(c) was 
proposed [1]. This repair architecture has one spare TSV, and 
the data can be shifted to one direction where a spare TSV is 
located. One defective TSV channel can be tolerated by 
shifting the signals, which forms a TSV chain. 

Grid-type repair implementation approaches are shown in 
Fig. 2. Figure 2(a) shows an n × n TSV grid architecture 
forming a crossbar [14]. Because a crossbar connects multiple 
inputs to multiple outputs in a matrix manner, each defective 
TSV is connected to a spare TSV. If m spare TSVs are used, 
the spares can be re-routed up to m defective TSV channels. 
Figure 2(b) shows a TSV repair architecture based on a switch 
and routing path such as a Network-on-Chip (NoC) [6]. It 
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Fig. 2. Grid-type TSV repair architecture: (a) crossbar-based 
repair architecture and (b) NoC-based repair architecture.
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allows for fully defective TSV channel replacement by spare 
TSVs using minimum routing paths. 

The repair approaches shown in Fig. 1 and Fig. 2 may be 
useful in 3D SICs; however, conventional methods do not 
consider TSV interconnect effects or TSV stress on the 
transistors. This paper proposes a code-based TSV repair 
architecture and hardware-mapping based approaches 
considering the electrical effects from TSVs. 

III. Details of Proposed Dynamic Repair Architectures 
with Defective TSV Detection 

The following subsections describe the TSV interconnection 
effects and reliability issues, the new BIST feature to identify 
defective TSVs, and the two proposed TSV repair architectures. 

1. TSV-Induced Stress and Reliability Issues 

The widely used filling material for TSVs is copper, which 
causes TSV-related stresses [11], [15], [16]. TSV-induced 
stresses can cause reliability issues in several ways. Owing to 
the thermal coefficient difference between a TSV fill and 

silicon, thermo-mechanical stress may be introduced during the 
complex fabrication process [15]. Stress can cause a 
mechanical reliability issue such as crack growth in the 
interconnection. Tensile stress is also induced by a TSV, which 
can cause electrical effects around the TSV channels [16]. The 
change in the stress to silicon can change the mobility of 
carriers, which can result in device performance degradations 
near the TSVs. Transistors around the TSVs are influenced by 
stress, which can thereby degrade their performance and 
impact upon timing and reliability issues. In addition, there is 
an electromigration reliability impact problem of TSVs on the 
nearby metal wires [11]. 

Other factors such as temperature and current can cause a 
reliability issue in TSVs. Different causation profiles of this 
issue are provided in [11], which describes a stress modeling 
with respect to changes in stress, temperate, current, and overall 
combined impact. These combined impacts cause severer 
device performance degradations and reliability issues in 
silicon. 

Considering TSV stress and reliability issues, we propose a 
defective TSV repair architecture minimizing the influences of 
the above factors. Unlike conventional methods, the proposed 
method minimizes the use of logic near the TSVs. 

2. Identifying Defective TSVs 

As addressed in section I, there are many factors causing a 
yield problem in 3D SICs. One way to enhance the yield issue 
is to replace/repair defective TSVs. To perform defective TSV 
channel repair, it is necessary to identify where defective TSVs 
are located. The locations of the defective channels are then 
found, and a defect map is generated through testing. This is 
used for defective TSV repair.  

We propose a new BIST feature to support dynamic repair 
architectures for 3D SICs. Owing to manufacturing problems, 
wear-out, and TSV performance degradation, defective TSVs 
can occur at any time in the lifespan of 3D SICs. 
Conventionally, a defect map is generated only at the test stage. 
To find any defective TSVs occurring in its life cycle, we 
propose a BIST feature that runs a self-test at each system 
power up or reset cycle to generate a new defect map.   
Figure 3(a) shows a 3D SIC with a BIST module, and TSV 
channels connected to a BIST module in Die 1 and Die 2. The 
detailed structure of the proposed BIST is shown in Fig. 3(b). 
The hardware implementation includes a pattern generator 
with a shift register. Certain patterns are generated from the 
pattern generator and are sent to the TSVs. A comparator in the 
BIST block compares the read TSV data with the expected 
value and a comparator keeps track of the number of read 
mismatches. If the number of mismatches equals the expected 
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Fig. 3. Proposed BIST hardware implementation: (a) 3D SIC 
with BIST module and (b) proposed BIST structure with 
TSV. 
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value, the failing TSV channel can be identified. 

As an example of a stacked DRAM, a DRAM may have 
four entries with each entry having a width of 32-bits. BIST 
writes all 1’s to each entry in Die 1, and reads each entry of the 
four entries back in Die 2. Considering stuck-at faults, if a read 
mismatch occurs four times and if all of the mismatches are 
found at the same failing bit, then the TSV channel 
corresponding to the mismatch data bit is the failing one and 
needs to be replaced. In Fig. 3(b), all 1’s are sent k times from 
Die 1, and BIST in Die 2 reads the value k times. TSVi+2 
highlighted in gray shows k 0’s while 1’s are sent k times from 
Die 1. A comparator and a counter are used to identify 
defective TSVs. Hence, TSVi+2 is identified as a defective TSV. 
In this fashion, a TSV defect map can be generated.  

The BIST operation is performed as a part of the initial 
firmware bring-up at every power up or reset sequence. This 
allows the detection of a dynamic failing TSV. 

3. Dynamic Hardware-Based Repair Algorithm 

In this paper, unlike conventional repair approaches [1], [3], 
[6]-[7], [14], we minimize the use of logic around the TSVs 
owing to the stress and reliability issues addressed in  

 

Fig. 4. Dynamic hardware-mapping based self-repair architecture.
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section III. Based on this guideline, we propose a dynamic 
hardware-mapping based failing TSV repair architecture. 

During a system reset or power-up, the proposed BIST 
operation in section III detects defective TSVs, and a defect 
map is generated. The BIST sends data from Die 1 to Die 2 to 
produce a defect map for Die 1, and a Die 2 defect map is 
generated by sending data from Die 2 to Die 1. In this manner, 
the locations of the failing TSVs are found from the BIST at 
each die. 

Figure 4 shows the hardware architecture of a dynamic 
hardware-mapping-based approach. Instead of placing a 
number of multiplexers at every TSV channel, the proposed 
method places a multiplexer at a spare TSV channel to 
minimize the TSV stresses on the logic. Defect map 
information is used as selection bits for the multiplexer. 
Because a boundary scan chain is not used after manufacturing 
testing, selection bits can be stored in the boundary scan cells. 
This reroutes a defective TSV channel to a spare channel 
instead of performing a shift-left or shift-right operation for all 
TSV channels [1], [3], [7]. A multiplexer is used to choose a 
data line for which there is a defective TSV. The multiplexer 
logic can be implemented using a standard cell, pass transistor, 
or primitive logic gates. If a pass transistor is used, the pass 
transistor logic needs to be added to all selection bits of the 
multiplexer for delay balancing. Figure 4 shows an example in 
which the third TSV is determined to be defective. Hence, the 
selection bit for the third TSV is assigned to 1, and the other 
TSVs have 0 as their selection bit. In a similar manner, the data 
receiving side has the same selection bit setting, which is used 
for de-multiplexing. 

For a static self-repair, the testing and self-repair of a TSV 
operation can occur during the manufacturing to identify 
defective TSVs. A fusing technique can be applied to 
permanently write values for a defective TSV channel re-
routing. A fused boundary scan chain stores selection bits for 
the multiplexer and de-multiplexer. 
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4. Code-Based Self-Repair Architecture 

Self-repair logic can dynamically perform the repair process 
regardless of the location of the defects. Self-repair logic such 
as an error-correcting code (ECC) can be adopted. For example, 
the ECC approach can be used for the self-repair logic. In this 
approach, on the data transmitting side, a check bit (or other 
ECC) is generated based on the data to be transferred by the 
TSVs. The data are transferred through the TSVs, with the 
check bits being transferred through spare TSVs. Figure 5(a) 
illustrates a general self-repair architecture implementation 
using the generation of an error-correction code. On the data 
receiving side, decoding logic decodes the data (raw data + 
check bit(s)) and corrects the data regardless of a defective 
TSV channel. The general self-repair architecture of the data 
receiving side is shown in Fig. 5(b). Error-correction logic or a 
syndrome generator is implemented to perform the repair 
operation. Hence, even though there is a defective TSV, the 
error-correcting logic corrects the corrupted data from the 
channels and thus provides a replacement of the TSV operation. 
Since this approach does not require multiple multiplexers or 
de-multiplexers, it reduces the use of logic around the TSVs, 
and helps minimize the TSV stress impact and reliability 
influence. 

Multiple kinds of self-repair logic may be utilized in the 
system, with ECCs and error-detecting codes being common 
examples. For example, for a single-bit ECC, check bits are 
generated using the data word. If the size of the data word is D, 
and the number of required check bits to have single-error 
correction and double-error detection (SEC-DEC) capability is 
C, then C is determined when D and C meet the requirements 
of 2C ≥ D + C + 1. Hence, if the data words are 32 bits,   
64 bits, and 128 bits, then 6, 7, and 8 check bits are required to 
perform a single-error correction, respectively. All 32 TSVs,  
64 TSVs, or 128 TSVs may thus have 6, 7, or 8 spare TSVs to 
perform the repair process using an ECC. 

In certain implementations, errors may be detected and 
corrected, or detected and not corrected, such as when there are 
excessive numbers of defective TSVs. For example, logic may 
provide for SEC-DED, single-error correction and double-
adjacent error correction (SEC-DAEC) [1], or other correction 
and detection operations. In one example, SEC-DAEC may be 
particularly useful during TSV operation because defects in a 
device may cause issues for adjacent TSVs, and there may 
therefore be a particular value in correcting double-adjacent 
errors. It should be noted that the proposed code-based self-
repair architecture can be used to implement any general codes. 
The architecture of the data transmitting and receiving side 
(check bit generation and syndrome generator architectures) 
will be the same for any exiting codes. 

 

Fig. 5. Code-based self-repair architecture: (a) data transmission 
side architecture and (b) data receiving side architecture.
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IV. Analysis and Experimental Results 

In this section, an analysis of the proposed dynamic TSV 
repair approaches is presented. 

In this paper, we propose two dynamic repair architectures. 
Regardless of the implementations, at a system reset or power 
good, the μCode (micro-code) or initial firmware initiates a test 
of the TSVs to identify defective TSV channels. The code-
based method or hardware-mapping-based approach is 
selected depending on the system application. For example, if a 
fault tolerant operation is focused, the code-based approach 
will be chosen because checker bits enhance the reliable 
operation when there are no defective TSVs. It should be noted 
that both approaches can also be implemented together to 
further enhance the reliable TSV and repair operations. 

To analyze the TSV impact on transistors, we used the 
configuration used in [10] and [16]. There are many factors 
influencing the reliability of TSVs such as distance and degree 
between a transistor and a TSV channel. Transistor mobility 
(  / ) and threshold voltage (

thth VV / ) are mainly 
influenced by the TSV stress. 

2

( ) , where .
2rr rr

B T R

r

    

          

 
 

Mobility variation modeling is based on the Lamé stress 
solution [16], which is a representation of stress state vectors. 
Here, )(  is an orientation factor defined as the degree 
between the TSV and a transistor, B is the biaxial modulus, 
  is the thermal expansion coefficient difference between 
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Fig. 6. Comparison of transistor variation with different TSV-
repair approaches. 
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copper and silicon, T  is the temperate difference between 
copper annealing and operation, and R and r are the TSV 
radius and distance from the TSV to a transistor, respectively. 
The threshold voltage variation modeling can be described as 
follows. 

  ( 1) ,th C VV m E m E        

where 
CE and 

VE are the energy changes in the silicon 
conduction band and valence band, respectively, and m is the 
body-effect coefficient [17]. For comparison purposes, 
mobility variations and threshold variations are considered to 
capture the variation effects on the transistors. Assuming the 
same TSV radius and distance from the TSV to a transistor, 
transistor variations for different repair architectures are 
compared using the above equations. Figure 6 shows the stress 
level of the transistors around the TSV with different 
architectures. The X-axis and Y-axis show different TSV repair 
approaches, and threshold voltage variations normalized by the 
proposed method, respectively. The proposed method shows 
the least impact on the transistors by the TSV channels, and an 
NoC-type architecture [6] shows the highest stress on the 
transistors caused by adjacent TSVs.  

Table 1 shows various aspects of TSV repair methods. 
Comparison results for H/W overhead, routing congestion, and 
dynamic repair capability are described. The proposed method 
provides only a dynamic repair approach through a BIST 
operation to identify the failing TSV channels. Hardware 
overhead for each technique is estimated based on the number 
of multiplexers (MUXes) used to implement the repair 
hardware. Assuming that there are n TSVs and one spare TSV 
(a total of n + 1 TSVs), the second row in Table 1 shows the 
number of MUXes required. Routing heavily depends on the 
placement of TSV channels in 3D SICs. The third row roughly 
shows the estimated routing congestion based on the regular 
TSV channel placement assumption. 

Table 1. TSV-repair architecture comparisons. 

 [15] [7] [2] [9] [6] Proposed

Dynamic 
repair 

N/A N/A N/A N/A N/A Yes 

Num. of 
MUXes 
required 

2(n+1)/5 2(n-1) 2n n 4n2 2 

Routing Low Low Low Med High High 

 

 
V. Conclusions 

In this paper, a new BIST is proposed. The new BIST feature 
helps to identify defective TSV channels, which may occur 
during any lifespan of 3D SICs. This enables dynamic TSV 
repair by providing TSV channel test results at every power-up 
or reset. The proposed BIST operation is compatible with 
conventional repair approaches.  

We also introduced self-repair architectures for defective 
TSVs identified through a BIST operation. Hardware-
mapping-based and code-based approaches were proposed for 
SoCs. As the experimental results show, the proposed self-
repair methods significantly minimize TSV stresses and 
reliability problems by placing repair logic only near a spare 
TSV. Hence, the proposed repair architectures help to enhance 
the serious yield issues arising in 3D SICs. 
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