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We propose a lane adaptive recovery scheme for multiple 
lane faults in a multi-lane-based Ethernet link. In our scheme, 
when lane faults occur in a link, they are processed not as full 
link faults but as partial link faults. Our scheme provides a 
higher link utilization and lower packet loss rate by reusing the 
available lanes of the link and providing a low recovery time of 
under a microsecond. 

Keywords: Multiple lane faults, multi-lane-based Ethernet 
link, lane recovery. 

I. Introduction 

The IEEE 802.3ba task force recently standardized both 
multi-lane-based 40 G/100 G Ethernet to provide much higher 
bandwidth while reducing costs [1]–[2]. Here, a link consists of 
four or ten lanes for 40 G/100 G Ethernet, and data are 
simultaneously transmitted over all lanes at a rate of 10 Gbps 
or 25 Gbps per lane. In terms of link failure, 802.3ba only 
refers to link fault signaling between the local reconciliation 
sublayer (RS) and the remote RS regardless of the partial lane 
fault in the link. However, when some of the lanes fail, a partial 
lane recovery may be more powerful in terms of reducing the 
packet loss than a link failure recovery in a multi-lane-based 
transmission architecture [3]–[5]. Although it provides a lower 
data rate, the use of remaining non-fault lanes may lead to a 
data transmission during the backup switching time, which 
may alleviate the performance degradation of the network by 
providing a low packet loss and a reuse of resources. Currently, 
there has been little research on this topic, which is the initial 
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stage of this study. In addition, many new functions and 
methods should be considered for a lane fault recovery. 

Many previous studies have been conducted regarding fault 
management not for multi-lanes but for a link in an optical 
network [6]–[9]. A few lane fault protection methods for the 
detection and recovery at the physical medium dependent 
(PMD) sublayer were proposed in [3]–[5], but their discussion 
only focused on a single lane fault. However, when we 
consider the probability of lane faults increasing as the number 
of composed lanes increase in a multi-lane-based link, a novel 
lane fault recovery is required to drive multiple lane faults. 

In this paper, we propose a lane adaptive recovery scheme that 
covers not only a single lane fault but also multiple lane faults. 
For this, the reconciliation sublayer (RS) exchanges the 
information of faulty lanes with lane fault messages, and 
replaces component lanes of a link with available lanes. After 
recovery, the RS retransmits data through employing recovered 
lanes during backup switching time. 

II. Overview 

Link fault signaling operates between the remote RS and 
local RS in 40 G/100 G Ethernet [2]. When a fault occurs 
between a local RS and remote RS, only an RS originates 
remote fault signals. While most fault detection is performed 
on the receive data path of the physical layer (PHY), a fault can 
be detected on the transmit side of the PHY, which is also 
indicated by the PHY with a local fault status. The detected 
fault is delivered to an RS as a local fault. When the RS 
receives the local fault signal, the RS stops sending media 
access control (MAC) data and continuously generates a 
remote fault status on the transmit data path. Upon receiving a 
remote fault status, the remote RS stops sending MAC data  
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Fig. 1. Application of (a) link and (b) lane fault mechanism in 
multi-lane-based Ethernet link. 
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and continuously generates idle control characters. The RS 
returns to a normal status and transmits data when it no longer 
receives fault status messages. The fault status is signaled with 
a sequence ordered_set control character, which is used for 
transmitting the control information and link status. 

Figure 1 shows the application of a link and lane fault 
mechanism in a multi-lane-based optical Ethernet link. A single 
data stream is simultaneously distributed and transmitted 
through all lanes of a link during a period of [t0 - t1].    
Figures 1(a) and 1(b) show the recovery time and link reuse of 
the link and fault mechanism, respectively, when a lane failure 
occurs in lane1 and the RS detects the fault at t1. In Fig. 1(a), the 
link fault is detected at t1 and the data transmission is stopped 
until the backup switching is completed at the upper layer at t3. 
Therefore, the failed link is not used during the period t1 - t3, 
and the input traffic is queued during this period. This causes 
more packet loss according to a successful backup switching 
time, link capacity, and buffer size. In Fig. 1(b), the lane fault 
detection time and backup switching time are the same as in 
Fig. 1(a), a lane fault recovery is performed during the period  
t1 - t2, which takes less time than the backup switching time. 
After finishing the recovery of a faulty lane, the data are 
transmitted over the available lanes during the period t2 - t3. The 
packet loss can be greatly alleviated and the reuse of the link 
can be maximized, while at the same time, the lane fault 
recovery time is shorter. 

Unlike a link fault, the lane fault recovery requires information 

on the lane location to correctly transmit normal data while 
removing a faulty lane. Therefore, the RS should support a new 
function and protocol for these requirements, as well as 
recovering both multiple and single lane faults to maximize the 
utilization of limited resources, and minimize the packet loss. 

III. Lane Adaptive Recovery Scheme 

Figure 2 shows the flexible lane adaptive recovery when 
multiple faults occur in a link. For the given n lanes of a link, if 
k lanes have failed (1 ≤ k ≤ n – 1), then the data are transmitted 
over new transmission lanes that are recomposed with the   
(n – k) available lanes between the local and remote nodes. The 
available lanes can be controlled between one and n – 1 as a 
partial lane fault according to the number of faulty lanes. 

To support this scheme, the RS should provide link/lane fault 
management and data rate control as a new function for fault 
management. The former classifies the link fault and lane fault, 
and exchanges the control frames for informing the remote 
lane faults, recomposing the transmission link, as well as and 
confirming the start of transmission through a newly recovered 
link. The latter only generates and inserts idle characters on 
removed faulty lanes, and sends the data on available lanes. 
Upon receiving a local lane fault signal, the local RS stops 
sending MAC data and sends the remote lane fault status using 
a sequence ordered_set frame to the remote RS. The remote 
RS stops sending MAC data and transmits idle control 
characters instead. It also reports the lane fault to a higher layer 
and adjusts the transmitting lane by removing the failed lane 
according to the received lane fault information. After adjusting 
the lane, the remote RS sends the ACK to the local RS and 
retransmits data over the available lanes when receiving the 
confirmed frame as a response of the ACK. The data rate 
control, referred to in [1], simply controls the transmission rate 
by inserting idle characters on the corresponding failed lanes,  
 

 

Fig. 2. Lane adaptive recovery for multiple lane faults. 
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and transmits data taken from the queue through available 
lanes. For example, if the first and third lanes fail in a four-lane 
link, then the RS transmits in order of idle, data, idle, and data 
on the first, second, third, and fourth lanes, respectively. The 
RS transmits data through a lower data rate employing 
available lanes until it obtains a backup indication signal from 
the upper layer. The RS returns to a normal status and transmits 
data at a full rate when it receives an indication that backup 
switching has been successfully completed from a higher layer. 

Figure 3 shows the control-message exchange for multiple 
lane fault signaling and adaptive lane recovery. After receiving 
the local fault signal from the PHY, the local RS sequentially 
sends a remote lane fault message to the remote RS based on 
the number of faulty lanes. When all remote lane fault 
messages are received, the remote RS adjusts the new 
transmission lanes with the available lanes by excluding faulty 
lanes. After adjusting the lanes, the remote RS sends the same 
number of ACK messages as the number of remote fault 
messages received. The local RS knows that the remote node is 
ready to receive data over the available lanes in a blocking link, 
and finally sends a confirmation message to the remote RS. 
The remote RS again begins transmitting data over the lane-
recovered link. The remote lane fault and confirmation 
messages are transmitted at a full rate because the transmission 
path is in a normal state in the local node, and all messages are 
transmitted over all lanes concurrently. However, the ACK 
message is transmitted at a lower rate one or more times 
according to the number of failed lanes. This may lead to an 
additional transmission delay during the message exchange 
time. The frequency of an ACK message transmission (Nt) can 
be determined as follows: 
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Fig. 3. Message exchange procedure. 
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Fig. 4. Frame format of multiple lane fault recovery. 

SEQ. ID LF OP_code 0x00 0x00 0x00 0x00

8 bits
Sequence ordered_set frame (64 bits) 

Type(1) T(1) Fault lane number (6) 

8 0 5 6 4 7 3 2 1 

 
 
where k is the number of failed lanes and i is the number of 
available lanes. 

Figure 4 shows the lane fault recovery message format. It 
consists of eight 8-bit fields. The sequence field of the first 8 bits 
is set to a sequence control character of 0x9c, as mentioned 
earlier. The ID field indicates the type of fault, and the link fault is 
set to 0x00, while the lane fault is set to 0x01. The LF field for 
the lane fault information is separated into the type, T, and fault 
lane number. It is only used for a lane fault and indicates the type 
of lane fault and information of a faulty lane as follows: 
■ The type (one bit) represents whether multiple faults exist: 

zero and one indicate single and multiple faults, respectively. 
■ T (one bit) is valid when multiple faults occur. It is used to 

indicate either the continuity or termination of the control 
frame: one indicates a termination. The number of faulty 
lanes can be inferred by this bit. 

■ The fault lane number (six bits) represents the location of a 
faulty lane by setting the identification of a failed lane. This 
lane is removed from the transmission lanes during the lane 
protection process. 
This LF field is only used for a lane fault (that is, ID = 0x01) 

and is ignored for a link fault (that is, ID = 0x00). The OP_code 
field represents the type of message for fault signaling and lane 
control for lane fault protection. The settings for the local fault, 
remote fault, ACK, and confirmation messages are 0x01, 0x02, 
0x03, and 0x04, respectively. The others are set to data 
characters of 0x00. This frame format is backward-compatible 
with link fault signaling. 

IV. Performance Evaluation 

Using an OPNET simulator, we examined the performance 
of the proposed lane adaptive recovery scheme. For this 
simulation, we considered a 100-Gb Ethernet optical link with 
a queue size of 100 Mbytes and a backup switching time of  
50 ms. The packets are generated with an exponential 
distribution, having a mean size of 1045.94 bytes [1]. 

Figure 5 shows the lane recovery time according to the 
number of lane faults in both four- and ten-lane Ethernet links. 
The lane recovery time increases as the number of lane faults 
increases because each lane fault signaling message is 
transmitted with the fault information for each lane. In our 
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scheme, the lane recovery time is very short at under 0.12 µs, 
and this prompt recovery provides a lower packet loss and 
higher link reuse. 

Figure 6 shows the packet loss rate according to the offered 
load. It typically increases as the offered load and number of 
failed lanes increase. Because our scheme can recover until 
nine out of ten lanes fail with a very short recovery time, the 
packet loss rate is much lower than the link fault method 
although the number of faulty lanes is nine. Even when the 
number of faulty lanes is under three, packet loss hardly occurs. 
 

 

Fig. 5. Lane recovery time. 
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Fig. 6. Packet loss rate. 
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Fig. 7. Utilization of link with faulty lane. 
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Figure 7 shows the utilization of a link containing a faulty 
lane according to the offered load. When the lane fault is 
processed as a link fault, the link utilization is zero regardless of 
the offered load and number of composing lanes. In lane fault 
recovery, the link utilization increases as the offered load 
increases, but decreases as the number of lane faults increase. 
When the number of lane faults is less than two, the link 
utilization is very high, and the minimum usage is around 35% 
when the offered load is more than 0.4. 

V. Conclusion 

We proposed a lane adaptive recovery scheme for multiple 
lane faults in a multi-lane-based Ethernet link. For multiple 
lane fault recovery, lane fault messages with fault type and 
faulty lane number are exchanged between RSs. Simulation 
results show that the proposed method provides a link reuse 
utilization of around 60% and a packet loss of less than 10–4. 
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