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ABSTRACT. In this paper, we introduce a new subclass of meromorphic functions defined
in the punctured unit disc.We derive inclusion relationships, radius problem and some
other interesting properties of this class are investigated.

1. Introduction

Let M denote the class of functions f (z) of the form
(1.1) f(Z)ZlJriakzk
: . ,
k=0
which are analytic in the punctured open unit disc E* = {z: 2 € Cand 0 < |z| < 1}

= E\{0}.
If f(2) is given by (1.1) and g(z) is given by

I~
(1.2 o) =2 bt
k=0
we define the Hadamard product (or convolution) of f(z) and g(z) by
SR .
(1.3) (f*g)(Z)Z;+Zakbkzk=(9*f)(2) (€ E).
k=0
Let Pi(p) be the class of functions p(z) analytic in E with p(0) =1 and
27 m _ )

(1.4) / ’W’dﬁ <km z=re",

0 L—p

Received April 13, 2011; accepted January 28, 2014.

2010 Mathematics Subject Classification: 30C45, 30C50.

Key words and phrases: Meromorphic functions, Generalized hypergeometric functions,
Functions with positive real part, Hadamard product(or convolution), Linear operators.

365



366 Ali Muhammad

where k£ > 2 and 0 < p < 1. This class was introduced by Padmanbhan et. al. in
[13]. We note that P (0) = Py, see Pinchuk [14], Po( p) = P(p), the class of analytic
functions with positive real part greater than p and P,(0) = P, the class of functions
with positive real part. From (1.4) we can easily deduce that p(z) € Py(p) if, and
only if, there exists p1(z), p2(2z) € P(p) such that for z € E,

(1.5) p(z) = (IZ + ;) pi(z) — (i - ;) p2(2).

In recent years, several families of integral operators and differential operators were
introduced using Hadamard product ( or convolution). For example, we choose
to mention the Rushcheweyh derivative [15], the Carlson-Shaffer operator [1], the
Dzoik-Srivastava operator [4], the Noor integral operator [12] also see, [3,6,7,11].
Motivated by the work of N. E. Cho and K. I. Noor [2, 9], we introduce a family of
integral operators defined on the space of meromorphic functions in the class M see
[16]. By using these integral operators, we define a new subclass of meromorphic
functions and investigate various inclusion relationships, radius problem and some
other properties for the meromorphic function classes introduced here.

For a complex parameters oy, ..., &g and B1, ..., 8s (8; € C\Zg ={0,-1, -2, ...};
j=1,..,s), we now define the function ¢(a, ..., og; 1, ..., Bs; 2) by

_ . 1|« (@1)kt1(Qg)kt1 k
ol Bi2) = S 2 Gy S e L

(¢ < s+1;5eNy=NU{0};N={1,2,..};z€ E),

where (v) is the Pochhammer symbol(or shifted factorial) defined in (terms of the
Gamma function) by
) _Tw+k) (1 if k=0 and v € C\{0}
T T viv+1)..(v+k—1) if ke Nand v e C.
Now we introduce the following operator
Iﬁ(al, ...,Oéq,ﬁl, ey 55) M —M

as follows: »

Let Fl,,(2) = 2 + 372, (%) 2, p € No, pu # 0 and let F, }(z) be defined
such that

F,p(z)* Flf;(z) = ¢l ..., 0q; B1,y oons Bs; 2).

Then

(16) Iﬁ(alv ey Qg /817 76€)f(z) = F};;)(Z) * f(Z)
From (1.6) it can be easily seen

(1.7)

Pl a . _1 .- H ! (1) k1 (g ki1 h
Iu( 1y ooy Oy P15 oo, Bs) f(2) +I§<k+u+l> (B )kr1-(Bs) k1 {} (k4 1)! .
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For conveniences, we shall henceforth denote

(1.8) IN(ar, .y g, By, Bs) f(2) = Il (an, B1) f(2).

For the choices of the parameters p = 0,q = 2, s = 1, the operator I}, (a1, 51)f(z)
is reduced to an operator by N. E. Cho and K. I. Noor [2] and K. I. Noor [9] and
when p=0,¢=2,s=1,010 =\, az = 1,31 = (n+ 1), the operator I (a1, 81)f ()
is reduced to an operator recently introduced by S. -M. Yuan et. al. in [17].

It can be easily verified from the above definition of the operator If (a1, 1) f(2)
that

(1.9) 215 (on, B1) f(2)) = pdf(ar, B1) f(2) = (u+ DIE (0, B1) f(2),

and

(1.10) 2(Ih(an, B1) f(2) = call(en + 1, 81) f(2) — (ea + D) IE(ca, B1) f(2).
By using the operator IF (a1, 81)f(2), we now introduce the following subclass of

meromorphic functions:

Definition 1.3. Let A€ Cwith RA >0, fe M, peNp,0< p<1l,a=p>0and
k> 2. Then f € B,i‘”ﬁ(al, B1,a, p), if and only if

(I, BOFED Y | (([as + LS [ Ther, B S () \ ™
{“ - ) (e s 15000 (Ghter- 50000 ) }

€ Pi(p),

where g € M satisfies the condition:

<(Iﬁ(a1 +1,81)g(2))
I,l]z(ala Bl)g(z>)

Unless otherwise mentioned, we assume through this paper that p € Ny, 0 < p < 1,
a=u>0.

(1.11) > € P(n), z€ E, with0<n< 1.

2. Preliminary Results

In order to establish our main results, we need the following Lemma which is
properly known as the Miller-Mocanu Lemma.

Lemma 2.1 [8]. Let u = uy + fug, v = v1 + vy and ¥ (u,v) be a complex valued
function satisfying the conditions:

(i) W (u,v) is continuous in a domain D C C?,

(i) (1,0) € D and R¥ (1,0) > 0,

(iii) R (iug, v1) < 0, whenever (iug,v1) € D and v1 < —5 (1 +u3) .

If h(2) = 1+ciz+cp2%+- -+ is a function analytic in E such that (h(z), zh/(2)) € D
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and RY (h(z),zh'(2)) > 0 for z € E, then ®h(z) > 0in E.

3. Main Results

Theorem 3.1. Let A € C\{0} with RA > 0 and f € B,’C\,’ﬁ(al,ﬁl,a,p). Then

(I (e1,81) () \ @
(W) € P(7);

where

_ 2ponp + A0

1
(3.1) 2ua; + A6 ’

and g € M satisfies the condition (1.11)

5 Rho(2) ho() = ((Iﬁ(a1+1,ﬂl)g(z)))_

ho(2)* (Iii(ea, Br)g(2))
Proof. Set

h(0) =1, and h(z) is analytic in E and we can write

k ko1

(3.3) he) = (3 + () = (5~ (e

Differentiating (3.2) with respect to z and using the identity (1.10), we have
(3.4)

(1, 50T CDN\" | (hlas + LB)FE) Y ( (Blar, S ()™
{“ - ) (Gt a0y (Thas ) }

=(G+3) {(1 —Nhi(2) + 7= p+ A(laajszgl)w
_(Z - §> {<1 —Nha(2) +7 = p+ W}

Now we form the functional ¥(u,v) by choosing v = h;(z) = uy + iug and v =
zh}(z) = v1 +ive. Thus

Wa,0) = { (1= )ty p 2

aarhy(z)

The first two conditions of Lemma 2.1 are clearly satisfied. We verify the condition
(iii) as follows:
A1 = y)v1Rho(2) A1 =)

=Y—p+—,
o |h0(z)|2 p Qo

U(iug,v1) =y —p+
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Rho(2)
()*"

where § = o
—3(1 + u3), we have

h
[ho
Now, for v; <
A1 =) (1 +ud)s

R (tug, v1) S’yfpfi o

~ 2a0q(y —p) — A1 —~) = A(1 —~y)ui A+ Buj
N 2uan 20

A=2aa1(y—p) = Al —7),B=-X(1—~) <0.

C >0,

Now RV (iug,v1) < 0 if A < 0 and this gives us v as defined by (3.1). We now
applying Lemma 2.1 to conclude that h; € P for z € E and thus h € Pywhich gives
us the required result. O

We note that v = p when n = 0.
Theorem 3.2. For A\ > 1, let f € By™" (o, 81,1, p). Then

((Iﬁ(al +1,61)f(2))

(Ifi(en + 1,ﬁ1)g(z))> € Pi(p), for z € E.

Proof. We can write, for A > 1,

() - () (o)

(Iﬁ(al,ﬂl)f(z))>
(Tii(e, B1)g(2)) )~

+(/\1)<

This implies that

(Il +L,80)f(z)\ _1f
((Iﬁ(al + 1751)9(2))) A {(1 K

1 I’(aq, z
A\ (Fi(ax, B1)g(2))
= Hi(E) + (1= 1) Ha(2)
S PN
Since Hy(z), H2(z) € Px(p), by Theorem 3.1, Definition 3.1 and Py(p) is a convex
set, see [10], we obtain the required result. O

Theorem 3.3. Let A € C\{0} with R\ > 0. If f € M satisfies the following condi-
tion:
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{0=2) (01, B S () 42 (2T (en + 1, 80)(2))) (205, B1) £())" '} €
Pi(p), for a>0(z € E*), then
(Z(Iﬁ(ala ﬁl)f(z)))a € Pk(g)a

where
! A
o=p+(1—p)(201 — 1) with oy = / (14 "1 )at.
0
The value of ¢ is best possible and cannot be improved.

Proof. We set

k ko1

- a _ 1
(z(I5(a, B1)f(2)))" = h(z) = (Z + 5)’11(2) - <Z - §)h2(2)>

where h(0) = 1 and h is analytic in E. Then by a simple computation together with
(1.10), we have

{00=3) (U201, BF())" + A (2(IE o1 + 1,80 £(2)) (T2, B1) £(2))" '}

= {h(z) + )\zuha’iz)} € Pi(p), z€E.

Using Lemma 2.2, we note that h;(z) € P(0),

o=p+(1-p)(201-1),

1 A
(3.5) glz/ (1+ %71 dt,
0

and consequently h(z) € Py(0) and this gives the required result. O

We note that oy given by (3.5) can be expressed in terms of hypergeometric function
as

o1 = /01(1+t%“31dt)
_ M;il/oluuﬁll(l—&—u)_ldu, (A1 = RA > 0)
= RS
= 2F1(1,1;1+%;%).
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Consider the operator defined by

(3.6) P = (C/O e ( f(t))dt) (c> 0z € E).

z

It is clear that the function F, € M and

(B.7)  2((If(e1, B1) Fe(f)) (2) = e(If)(an, Br) f(2) = (c+ 1) (I](ar, B1)Fe(f)(2).
Theorem 3.4. Let A € C\{0} with R\ > 0. If f € M satisfies the following

condition.:
(3.8)
{1 =) (2(E (a1, BO)Fe(f)(2)) + Az ((Ih(a1, B1) f(2)) } € Pi(p), for(z € E¥)

then the function defined by

(3.9) (2(I5(ar, B1) Fe(f)(2)) € Pi(pr),
where )
p1=p+ (1 —p)(202 — 1) with o5 = / (1+ t%%dt).
0
The value of p; is best possible and cannot be improved.
Proof. Set

(310)  (:(E(er, AFE(N)(E) = h) = (5 + 5hE) — (5~ Dhaca)

Then h(z) is analytic in E with h(0) = 1.
Differentiating equation (3.10) with respect z and using (3.7) in the resulting
equation, we have

{@=X) (z(I5(ay, B1)F(f)(2)) + Az ((IB(ax, B1) f(2))}
- {h(z) + %zh’(z)} € Py(p), z€E.

N

Using Lemma 2.2, we note that h;(z) € P(p1),

p1=p+(1—=p)(202 — 1),

1
(3.11) 0’2:/ (1+ 72 dp),
0

and consequently h(z) € Py(p1) and this gives the required result. a

In term of hypergeometric function o can be written as

c 1

02 =2 Fl(lvl;@ + 1 5)
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Theorem 3.5. For 0 < Ay < Aq,
B]i\vlllp(ala/@ha p) - BA27P(051’/8170[7P)'

If Ao = 0, then the proof is immediate from Theorem 3.1. Let Ay > 0 and
fe B,i"ll;p(ozh B1,a, p). Then there exist two functions Hy, Hy € Py(p) such that

(Ih(a1,B1)f(2) \@ (I (e +1,81) f(2)) CACTEDNIC) A
{(1 -2 (Ghiasey) + 0 (daraacy) (T } = ),

and
(If (a1, B1) f(2))\ ™ B
(oot =0
Then
(3.12)

A2 A2
=—H 1-—)H.
() + (1 S)(e),
and since Py (p) is a convex set, see [10], it follows that the right hand side of (3.12)
belongs to Py (p) and this completes the proof. O

We next take the converse case of Theorem 3.1 as follows:

Up(an,B)f(2) @ : (p(ait+1.81)f g(2)
Theorem 3.6. Let (m) S Pk(p) with (W) S F)(T])7

for z€ E. Then f € B’\’p(al,ﬁl,a,p)) for |z| < r, where r is given by
Hey

{1 = mypar + N} + y/mp(an)? + A + 2|0 (1 — e

(3.13) r=

Proof. Let

(Ghrocsmcn) =

ey

then H € Py(p), Ho € P(n).
Proceeding as in Theorem 3.1, for px > 0,k > 2, A € C\{0},0 < p,n < 1, and

Hy = (1—77)h0+77, with h € Py, hg € P,
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we have

) (12(01,61) F(2)) \ @ (1201 +1,80 (=) \ { (I(a1,6)F(=) )@~
fr= {(1 —A) ((1%(a?,ﬂl>g(z>>) +A <(I%<a1+1,61>g(z))> ((Iﬁ’i(mﬁﬂg(z))) - p}

_ A zh'(2)

= {h(z) + fon (1—n)ho(2)+n}

_ (k1 A zh () E_ 1 A zhj(2)

= (5 +3) [m) + A e | — (5= 8) [h(2) + 2 i)

Using well known estimates, see [5], for h; € P,

2riRh; (z)
il <
1—r 147
< |k < ,
= MBI =
we have
(3.15)

e A e a2 1 1+r
R+ o {(1—77)h0(2)+77}} = Tl ){1 poy 1—r? ((1—(1—277)7"))]

> Rhy(2) [1 - 2;;\)1? 1 i r <(1 - (11+—r277)r)>}

—r— (1= _ 2] _
SR CCEEEE Ve IR E
por(1—r){1—(1—-(1-2n)r}
_ 2 _ _
1—2n)r 2[(1u npen + [AlJr + pon o (1— )1 — (1 (1— 277)T)} _
Right hand side of (3.14) is positive for |z| < r, where r is given by (3.13). O

> Rhy(2) {,uoq(
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