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요 약

K-평균 군집에서 수렴 속도를 향상시키기 위한 노력으로서, 우리는 새떼 이동의 개념을 도입한다. 그들 운

동의 특징은 각 새가 그의 가장 가까운 이웃을 쫓아간다는 것이다. 우리는 군집 과정에 이 특징을 활용한다. 

일단 한 벡터의 클래스가 결정되면, 그 근처의 몇 벡터들에게 동일한 클래스가 부여된다. 실험 결과 군집 종결

에 필요한 계산 반복 횟수가 종전 방법에 비해 유의미하게 작은 것으로 나타났다. 게다가 단일 반복 계산에 

소요되는 시간이 5% 이상 짧았다. 벡터와 센트로이드 사이의 거리를 누적한 값으로 군집의 품질을 평가한 바, 

본 논문에서 제안한 방법과 종전 방법과의 차이는 거의 없었다. 결론적으로, 본 논문에서 제안한 방법에 의해, 

보다 짧은 계산 시간으로 질적 하락 없는 군집을 수행할 수 있었다.

ABSTRACT

In an effort to improve the convergence speed in k-means clustering, we introduce the notion of the birds' movement in a 

flock. Their motion is characterized by the observation that each bird runs after his nearest neighbor. We utilize this feature in 

clustering procedure. Once the class of a vector is determined, then a number of vectors in the vicinity of it are assigned to the 

same class. Experiments have shown that the required number of iterations for termination is significantly lower in the proposed 

method than in the conventional one. Furthermore, the time of calculation per iteration is more than 5% shorter in the proposed 

case. The quality of the clustering, as determined from the total accumulated distance between the vector and its centroid vector, 

was found to be practically the same. It might be phrased that we may acquire practically the same clustering result with shorter 

computational time.
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Ⅰ. Introduction

Cluster analysis or clustering is the task of 

grouping a set of objects in such a way that 

objects in the same group (called a cluster) are 

more similar to each other than to those in other 

groups. It is a main task of common techniques for 

statistical data analysis, used in many fields 

including machine learning, pattern recognition, 

image analysis, information retrieval, bioinformatics, 
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and general signal processing [1-5].

Clustering is not one specific algorithm, but the 

general task to be solved. It can be achieved by 

various algorithms that differ significantly in their 

notion of what constitutes a cluster and how to 

efficiently find them. Popular notions of clusters 

include groups with small distances among the 

cluster members, dense areas of the data space, 

intervals or particular statistical distributions. Clu-

stering can therefore be formulated as a multi- 

objective optimization problem.

There are two major problems associated with 

the clustering : (1) falling into a local minimum 

instead of a global one and (2) computational time 

needed to iterative calculations of metric in 

multi-dimensional hyperspace.

There have been many attempts to overcome the 

falling into the local minimum. Application of 

genetic algorithm [6] or hybrid of k-means 

clustering algorithm and other techniques [7-9] are 

popular approaches.

A noble approach is based on observation and 

emulation of nature. Contemporary optimization 

algorithms, which are inspired by biology, including 

the wolf, firefly, cuckoo, bat and ant, simulate 

swarm behavior in which peers are attracted while 

steering towards a global objective. The ant colony 

optimization is an example, the aim of which is to 

search for an optimal path in a graph, based on the 

behavior of ants seeking a path between their 

colony and a source of food [10].

It is found that these bio-inspired algorithms 

have their own virtues and could be logically 

integrated into K-means clustering to avoid local 

optima during iteration to convergence [11-13].

In this paper, we concentrate on speeding up the 

convergence in k-means clustering. There have 

been lots of study on this problem [14-17]. The 

motivation is provided by the observation of the 

birds' flying in a flock.

The organization of this paper is as follows. 

Section II describes the idea used in this paper. 

After providing the experimental procedure in 

Section III, results and concluding remarks will be 

given in section IV and V in turn.

Ⅱ. Clustering by Emulation of Birds' 
Movement

The conventional k-means clustering proceeds as 

follows :

1. Choose initial centroids : there might be 

employed several alternatives : random, picking 

from input vectors randomly, random numbers 

scaled appropriately in the input feature space.

2. Classify the class of each vector according to 

the chosen centroids.

3. Update class centroids according to the newly 

assigned vector classes.

4. Check if a convergence criterion is satisfied. If 

yes then stop, otherwise go to step 2.

The process of k-means clustering requires long 

time for big data. Our idea for speeding up the 

convergence begins with the observation of the 

birds' motion. Fig. 1 shows a group of birds flying 

in a flock.

Fig. 1 A group of birds flying in a flock

It is interesting to note that the flock size does 

not diverge indefinitely but maintains a certain 
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amount. The secret is that a bird runs after its 

nearest neighbor, which is known from the birds 

ecology [18-19]. The nearest neighbor is changed 

from time to time. Though there's a certain 

direction driving the flock, e.g. some food, the flock 

is confined to a finite area. This strategy of 

"following the nearest neighbor" has the effect of 

"gathering" of the thousands of birds.

We try to utilize this feature of birds in 

clustering. Let's consider a vector x. There are in 
general several vectors whose nearest vectors are 

commonly given by x. Let's denote their indices 
by

    ⋯ (1)

Once we get the class of x, we assign the   
vectors of (1) the same class as x. In order not 
to repeat the class estimation for the   vectors of 

(1), it is necessary to tag the "class_assigned flag" 

as true. Before the clustering, we have to calculate 

the nearest neighbors for the vectors. The 

algorithm might be described as follows :

1. We examine the nearest vector to the vector x  
and suppose it be x.
2. Increase the value of num_follower() by 1. Let 

follower_index(,1)=.

3. Repeat this work for all the vectors.

In step 2 above, num_follower() denotes the 

number of vectors whose nearest neighbors are 

commonly the vector x  and follower_index(,1) 
means the first vector "following" the vector x.

In the clustering stage, we calculate the class for 

x  and assign its follower vectors the same class. 
Then their "class_assigned flag" is set to "true", 

which saves the cost of the class calculations for 

them. Fig. 2 shows the block diagram of our work.

Our approach is reminiscent of the particle 

swarm optimization (PSO) [20] but is different in 

that, in PSO, the solution (particle) itself moves 

instead of the vectors.

Fig. 2 Block diagram of our work

Ⅲ. Experiment

An illustrative example would clarify the concept 

utilized in this paper. Fig. 3 shows an example 

distribution of 2-dimensional vectors.

Fig. 3 An illustrative distribution of vectors to clarify 
the concept utilized in this paper

The vectors 2 and 3 have the vector 1 as their 

nearest neighbors. Therefore, once the class of the 

vector 1 is determined, the vectors 2 and 3 are 

assigned to the same class without calculation of 

distance metric. On the other hand, the vector 4 is 

assigned to the same class as that of the vector 5.
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Our experiments were performed on a set of 

randomly generated two-dimensional vectors of 

numbers 20,000∼50,000. Comparison between the 

conventional k-means clustering algorithm and the 

method described in the previous section was 

performed in two respects : the clustering quality 

and the convergence speed. First, the quality of the 

clustering result was examined by the score

  


∥x  cx║ (2)

where ∥⋅∥denotes Euclidean norm and 

cx   is the centroid vector of the class to which 
x  belongs.
In order not to have empty cluster, which incurs 

critical problem in clustering procedure, we slightly 

modify the centroid update according to the work 

of Pakhira [21] as follows. In usual k-means 

clustering, centroid update is performed by

c  
 x∈

x (3)

where   is the number of vectors belonging to 

the class c. However, in the new scheme, the 
update is done by

c  
 

x∈c

x  cold

 (4)

In this prescription, a fictitious vector is added 

as if it belongs to the updated cluster. This has 

the effect of removing the possibility of having 

empty cluster, which sometimes happens due to 

unlucky choice of initial centroids.

Termination of the clustering was done when no 

change of the classes of the vectors has occurred. 

Convergence comparison was performed in two 

respects : (1) the number of iterations required for 

termination and (2) the elapsed time per iteration.

Ⅳ. Results and Discussion

Fig. 4 shows the total distance as defined by 

Eq. (2) as the iteration proceeds for conventional 

and proposed methods. The two cases follow 

practically the same pattern, which asserts that the 

quality of the clustering result for our proposed 

method is not inferior to the conventional method.

Fig. 4 Total distance vs. iteration for conventional 
(solid line) and proposed (dotted line) methods

In order to compare the convergence speed, we 

counted the number of iterations needed for 

termination of the centroid change for the same set 

of test vectors. Fig. 5 shows the result. The 

abscissa and ordinate represent the number of 

iterations for termination for the conventional and 

proposed methods respectively.

Fig. 5 The number of iterations for termination for 
the conventional and proposed methods
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The data reside on the lower right side which 

means that the proposed method terminates earlier 

than the conventional method. In conventional 

k-means clustering, small fluctuations lead often 

long tail of iterations. In the method proposed in 

this paper, however, such a case is considerably 

reduced.

The time for each iteration has also measured. 

The result has shown that it is shorter by more 

than 5% in our case compared to the case of using 

conventional k-means algorithm. This should be the 

case by the fact that, in our case, much of the 

calculations of metric distance and "argmin" loop is 

replaced by a simple looking up a table. The 

results are summarized in Table 1.

Table 1. Summary of comparison between the con-
ventional method and the one proposed in this paper

Item
Conventional

k-Means

Proposed

In This Paper

Total

Distance
Little Difference

Iterations Larger Smaller

Time / 

Iteration
-

More than

5% shorter

Ⅴ. Conclusion

In this paper, we studied on a method of 

speeding up the convergence in k-means clustering. 

The idea is based on emulating the birds' flying in 

a flock. Once a class of a certain vector is 

determined, a group of vectors with that vector as 

their nearest vectors are assigned to the same 

class. In this way, we could achieve savings in 

computational cost. From a series of experiments, 

the method proposed in this paper have the 

following properties compared to the conventional 

method.

1. The required iterations for termination are 

smaller.

2. The time of computation per iteration is 

shorter.

3. The clustering quality is of little difference.
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