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Abstract

Multi-camera systems have been widely used as cost-effective tools for the collection of geospatial data 
for various applications. In order to fully achieve the potential accuracy of these systems for object space 
reconstruction, careful system calibration should be carried out prior to data collection. Since the structural 
integrity of the involved cameras’ components and system mounting parameters cannot be guaranteed over 
time, multi-camera system should be frequently calibrated to confirm the stability of the estimated parameters. 
Therefore, automated techniques are needed to facilitate and speed up the system calibration procedure. The 
automation of the multi-camera system calibration approach, which was proposed in the first part of this paper, 
is contingent on the automated detection, localization, and identification of the object space signalized targets in 
the images. In this paper, the automation of the proposed camera calibration procedure through automatic target 
extraction and labelling approaches will be presented. The introduced automated system calibration procedure 
is then implemented for a newly-developed multi-camera system while considering the optimum configuration 
for the data collection. Experimental results from the implemented system calibration procedure are finally 
presented to verify the feasibility the proposed automated procedure. Qualitative and quantitative evaluation 
of the estimated system calibration parameters from two-calibration sessions is also presented to confirm the 
stability of the cameras’ interior orientation and system mounting parameters.

Keywords : Multi-camera system, Calibration, Automation, Coded targets, Checkerboard targets, System 
                    configuration

205  

ISSN 1598-4850(Print)
ISSN 2288-260X(Online)
 Original article

Received 2014. 03. 13, Revised 2014. 04. 08, Accepted 2014. 05. 29
1) Corresponding Author·Department of Geomatics Engineering, University of Calgary(Email: zlari@ucalgary.ca)
2) Department of Geomatics Engineering, University of Calgary(Email: ahabib@ucalgary.ca)
3) Department of Geomatics Engineering, University of Calgary(Email: m.mazaheri@ucalgary.ca)
4) Department of Geomatics Engineering, University of Calgary(Email: kaldurgham@ucalgary.ca)

This is an Open Access article distributed under the terms of the Creative Commons Attribution Non-Commercial License (http://
creativecommons.org/licenses/by-nc/3.0) which permits unrestricted non-commercial use, distribution, and reproduction in any medium, 
provided the original work is properly cited.

1. Introduction

In recent years, multi-camera systems have gained more 
popularity due to their ability in quickly and economically 
collecting geospatial data. These systems include multiple 
integrated low-cost cameras mounted on a kinematic or 
static platform. The multi-camera systems can be used for 
different mapping, modelling, and 3D surface reconstruction 
applications. In order to achieve the desired accuracy of 
these systems for the object space reconstruction process, an 
appropriate system calibration procedure should be performed 

prior to data collection. The calibration of a multi-camera 
system is accomplished when the involved cameras in the 
system are calibrated and the mounting parameters relating 
the different system components are estimated (Habib et al., 
2011; Rau et al., 2011). Multi-camera systems usually involve 
low-cost digital cameras, where the structural integrity 
of their components cannot be guaranteed. Moreover, the 
stability of the system mounting parameters might change 
over time. Therefore, the system calibration should be 
frequently performed to confirm the stability of the cameras’ 
Interior Orientation Parameters (IOPs) and the system 
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mounting parameters before the data collection for a given 
task. Hence, the photogrammetric community is interested 
in developing automated techniques for multi-camera 
system calibration with minimal preparation/user interaction 
before/during the calibration procedure. The automation of 
a multi-camera system calibration procedure depends upon 
the automated measurements of the image coordinates of 
specifically-designed targets, which are generally utilized 
to facilitate the automated image coordinate measurements. 
These targets should be efficiently detected and localized in 
the images regardless of their location, scale, orientation, and 
contrast. 

So far, different types of targets have been designed for 
the automated photogrammetric system calibration such as 
crosses (Mikhail and Cantiller, 1985), black dots on a white 
background (Beyer, 1992), retro-reflective targets (Brown, 
1984), laser-light projected targets (Clarke and Katsimbris, 
1994), and color-coded targets (Cronk et al., 2006). These 
targets provide enough contrast with the background and can 
be easily identified in the images. However, they are usually 
expensive and require specific data acquisition constraints 
(e.g., using retro-reflective targets), and specific targets 
set-up (e.g., using laser-light projected targets). For color-
coded targets, the precision of the target localization may be 
deteriorated by chromatic aberrations. 

In the first part of this paper, a new single-step approach 
was proposed for the calibration of either directly or indirectly 
georeferenced multi-camera systems. The proposed system 
calibration procedure aims at estimating the IOPs of the 
individual cameras and the mounting parameters relating the 
system components. The objective of this part of the paper 
is to investigate the automation of the introduced system 
calibration procedure. The automation of the proposed multi-
camera system calibration approach is contingent on the 
automated detection, localization, and identification of object 
space signalized targets in the images.  In order to achieve 
this objective, two sets of signalized targets are designed and 
utilized. The first set of signalized targets is checkerboard 
targets which will be implemented for the automation of the 
proposed multi-camera system calibration approach through 
bundle adjustment with self-calibration procedure. In this 
regard, a new target detection and labelling procedure is 

introduced for the extraction and identification of instance 
of the checkerboard targets in the images. The labelling 
procedure of these targets can only be established if we have 
reasonable estimates of the ground coordinates of the object 
space targets as well as the Exterior Orientation Parameters 
(EOPs) of the images. In this research, object space targets 
are established on a 2D test-field which has been printed 
to scale from a CAD file. Therefore, the coordinates of the 
CAD file are used as good estimates for the object space 
coordinates of the checkerboard targets. In order to estimate 
the EOPs of the images, a set of corresponding targets in the 
object and image space are required. Therefore, specifically-
designed coded targets – which are the second set of utilized 
signalized targets in this research work – are used to facilitate 
the labelling procedure of the checkerboard targets. The 
object and image space coordinates of the coded targets are 
used in a two-step procedure – which have been proposed 
in the first part of this paper – to estimate the EOPs of the 
involved images. The most important advantage of the coded 
targets, when compared to the checkerboard signalized 
targets, is that they can be easily labelled in the image space 
– without the need for their object space coordinates – due 
to their uniqueness. In order to automatically extract and 
label instances of the coded targets in the images, a sequence 
of image processing techniques is introduced in this paper. 
Then, the estimated EOPs using the coded targets together 
with the object-space coordinates of the checkerboard targets 
are used for the labelling/identification of the latter targets. 
Finally, a bundle-adjustment with self-calibration is used for 
the estimation of the multi-camera system parameters. The 
introduced steps for the automated detection, extraction, and 
identification of the different targets are summarized in Fig. 1.  

This paper begins by the introduction of the utilized 
coded and checkerboard targets and the proposed image 
processing techniques for their detection, localization, 
and labelling. The implementation of the automated multi-
camera system calibration approach for a newly-developed 
multi-camera system is then presented in the next section. 
Finally, experimental results using real data are provided 
to verify the feasibility of the automated single-step multi-
camera system calibration approach and test the stability of 
the involved cameras’ IOPs. 
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2. Automation of the Multi-camera System 

Calibration

As mentioned earlier, the automation of the proposed 
multi-camera system calibration is achieved when the 
EOPs of the individual images are reasonably approximated 
and the signalized object space targets are automatically 
detected, localized, and labelled in the images. In the first 
part of section, the designed coded targets for estimating the 
EOPs of the images – which will be later utilized for labelling 
the checkerboard targets – will be introduced. The proposed 
approach for the detection and identification of instances 
of these targets in the images will also be discussed. In 
the second part of this section, the proposed approach for 
the detection, localization, and labelling the instances of 
checkerboard targets in the images will be presented. This 
approach combines the computational efficiency and precise 
localization capability of two well-known interest operators 
(Harris and Förstner operators) in a hybrid corner detector to 
improve the performance of the target extraction procedure.   

2.1 Design, automated detection, and identification 

    of coded targets 

The automation of the proposed multi-camera 
system calibration procedure starts by the detection and 
identification of instances of coded targets in the images. 
These targets should be designed to be robustly recognized in 
the images regardless of their rotation, scale, and orientation. 
In this work, twelve coded targets, as shown in Fig. 2, have 
been used. These targets include 8 white circles on a black 

rectangular background with white border. Such colour 
selection is utilized to maintain the maximum contrast of a 
target on a complex image background. The white circles 
have been arranged in three parallel rows. The first row 
includes four white circles and the second row includes at 
least two white circles. The arrangement of the four white 
circles residing on the second and third rows will determine 
the label of the coded target in question.

In order to automatically detect these coded targets, a 
sequential image processing procedure is implemented in C# 
environment. In this procedure, the image is firstly binarized 
for the simplification of the target recognition process. In 
the next step, a blob detection algorithm is implemented to 
find circular blobs and rectangular shapes, both of which are 
included in the designed coded targets, within the binarized 
image. The possible distortions in the images (lens distortions 
and perspective projection of oblique test field with respect to 
the image plane) are considered during this blob detection 
procedure to avoid missing distorted circular and rectangular 
shapes. Instances of the designed coded targets are then 
identified as rectangular shapes which include eight circular 
blobs. In order to label a detected coded target, we need to first 
identify the four white circular blobs residing on its first row. 
Then, four lines are defined which pass through the centers 
of the circular blobs on the first row and the orientation of the 
lines are established as the average orientation of the sides 
of the rectangular shape neighbouring to the first row of the 
circular blobs. The arrangement of the other four circular 
blobs on the defined lines will determine the label of the 
coded target in question. The coordinates of the intersection 
point of the rectangular shape diagonals will be finally used 
as the image coordinates of the identified coded target. Fig. 
3 shows how the identification procedure of these coded 
targets is carried out. The image coordinates of the coded 

Fig. 1. Outline of the proposed approach for the coded/
checkerboard target detection, extraction, and labelling

Fig. 2. The designed coded targets for the retrieval of 
the EOPs of the images
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targets, together with their object space coordinates are then 
used in the two-step procedure, proposed in the first part 
of this work, to estimate the EOPs of the captured images. 
The estimated EOPs are then used for labelling the utilized 
checkerboard targets. 

2.2 �Automated detection, localization, and 

labelling of checkerboard targets

The automation of the proposed multi-camera system 
calibration approach continues by the detection, localization, 
and labelling of instances of checkerboard targets in the 
images. In the first step of this target extraction and labelling 
procedure, the Canny edge detection algorithm (Canny, 
1986) is employed to abstract the huge amount of data in the 
images while preserving the geometric integrity of the edges 
bounding the targets of interest. The second step deals with 
the detection and localization of instances of the checkerboard 
targets using a hybrid corner detection approach. In the final 
step, the IDs for the automatically-extracted checkerboard 
targets from the images are assigned using the available 
object space coordinates of these targets.

In order to detect instances of the checkerboard targets in 
the images, the detection of corner points is beneficial. The 
corner points are the main constituents of the checkerboard 
targets. These points are defined as the points where several 
dominant edges with different orientation exist in their 
local neighbourhood (Förstner and Gülch, 1987). In order to 
extract the corner points from the images, image processing 
algorithms, which are commonly known as interest operators, 
are employed. In this research, two well-known interest 
operators (i.e., Harris and Förstner operators) are briefly 
reviewed and applied in a hybrid procedure for efficient and 

precise corner detection and localization. The Harris interest 
operator was introduced by Harris and Stephens (1988) as an 
improvement upon the classical Moravec operator (Moravec, 
1977). This operator considers the local changes in the 
gradients of the extracted edges in both row and column 
directions to find corner points. A corner detector measure 
is then computed using the estimated gradients to determine 
whether a given edge pixel represents a corner point or not. 
The Harris interest operator is generally accepted as an 
efficient approach for corner detection due to its simplicity 
and computational efficiency compared to other interest 
operators. However, it is very sensitive to inherent noise in 
the image (since it relies on gradient information) and suffers 
from poor localization (El-Hakim, 2002; Remondino, 2006). 
The Förstner interest operator was introduced with the aim of 
identifying corner points and interest regions in the images 
(Förstner and Gülch, 1987). The Förstner interest operator, 
which was proposed by Förstner and Gülch (1987), is based 
on the assumption that a corner point is the point that is 
statistically closest to all edge elements intersecting at that 
corner. A Least Squares Adjustment (LSA) is devised to 
estimate the coordinates of the interest points with sub-pixel 
accuracy. Using the normal equation matrix of the LSA, this 
operator then evaluates the quality of the corner points by 
analysing the shape and the size of error ellipses describing 
the variance-covariance matrix (i.e., the inverse of the 
normal equation matrix) associated with the derived corner 
location. Reliable corner points should have a near circular 
error ellipse with a small size. Due to its precise localization 
of corner points, the Förstner operator is widely used for 
different photogrammetric applications. However, it is 
computationally inefficient (Zhang, et al., 2001; Remondino, 
2006). The computational inefficiency is attributed to the 
fact that evaluating the size and shape of the error ellipses 
requires moving a scanning window through the whole 
image to evaluate the error-ellipse quality measures and 
having a local non-maxima suppression of these measures.

In order to exploit the computational efficiency and 
simplicity of the Harris operator and the precise positioning 
capability of the Förstner interest operator, a hybrid corner 
detection approach is utilized in this research. In the first step 
of this approach, the Harris interest operator is applied to find 

Fig.3. Automated identification of coded targets: (a) 
a coded target (type A), (b) detected circular blobs 
(within the gray border) and rectangular shapes 

(within the black border), (c) detected four collinear 
circular blobs (on the horizontal line), and (d) the lines 
passing through the four collinear points and parallel 

to rectangular shape sides (vertical lines)

(a) (c)(b) (d)
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the approximate corner locations in an image. The Förstner 
interest operator is then employed to precisely localize the 
detected corner points. Therefore, the approximate corner 
locations, which have been determined through the Harris 
corner detection procedure, will be refined by estimating the 
precise coordinates of the point which is statistically closest 
to the extracted edges within the defined window – i.e., the 
new corner coordinates will be estimated by placing the 
window at the Harris-based interest point. The proposed 
procedure eliminates the Förstner operator component that 
evaluates the quality of all possible corners in the image 
since reliable corner points are already determined using the 
Harris interest operator. In order to verify the computational 
efficiency of the proposed hybrid approach, the processing 
times for the detection of corner points, while using the 
introduced hybrid approach and the Förstner operator, are 
listed in Table 1. The comparison of the tabulated processing 
times shows that the implementation of the proposed hybrid 
approach considerably improves the efficiency of the corner 
detection procedure.

Once reliable corner points have been detected and 
precisely localized, a filtering procedure should be carried 
out to determine the points, which belong to the targets of 
interest – checkerboard targets. In the following subsection, 
the proposed procedure for the detection of the checkerboard 
targets will be discussed.

2.2.1 Checkerboard target detection 

The precise localization of the centers of the checkerboard 
targets as well as many other features has been already 
established by the introduced corner detection and 
localization procedure. Therefore, the remaining issue 
is the detection of instances of the checkerboard targets 
among the localized corner points. This detection is carried 

out by identifying the corner points which correspond to a 
predefined checkerboard template whose dimensions are less 
than the size of the checkerboard target (Fig. 4(a)). A template 
matching process is performed at each corner location. A 
checkerboard target will be declared where the correlation 
value between the local window defined at that corner 
location and the checkerboard template exceeds a predefined 
threshold. Since the orientation of the checkerboard targets 
may be different within the images due to the target set-
up and/or κ-rotation during image acquisition (Fig. 4(b)), 
both positive and negative correlation measures will be 
considered for the detection of instances of these targets. 
Fig. 5 demonstrates the intermediate and final results of the 
checkerboard target localization and detection procedures.

2.2.2 Automated target labelling 

So far, we have discussed the proposed approaches for 
the detection and precise localization of the checkerboard 
targets. In the next step, we need to assign the proper IDs 
to the automatically-extracted targets. This labelling process 
is carried out by assigning the IDs of a set of object space 
checkerboard targets within the calibration test field to 
the automatically-extracted instances of these targets in 

Fig. 4. (a) The checkerboard template and (b) possible 
orientation variation of checkerboard targets as a 

result of κ-rotation during image acquisition

(a)

(b)

Fig. 5. Checkerboard target localization and detection 
procedures: (a) original image, (b) detected corners 

by the Harris Operator (yellow crosses),  (c) modified 
corners by the Förstner operator (red crosses), and (d) 
the localized and detected center of the checkerboard 

target after correlation filtering (green cross)

(c)(b)(a) (d)

  Number of extracted 
Corners Processing time

Föstner Operator 295 6 min

Hybrid Technique 278 22 Sec

Table 1.The required processing time for the detection 
of corner points in a single image using the Förstner 

operator and the proposed hybrid approach
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the image space. To solve such problem, an automated 
procedure for the labelling of these targets in different 
images is introduced in this section. In this procedure, the 
EOPs of the images – estimated through the linear-based 
projective transformation and refined through the SPR 
procedure  – together with the nominal IOPs of the utilized 
camera, are utilized to project the coordinates of the object 
space targets onto the image space. In order to automatically 
label the extracted checkerboard targets, they are firstly 
organized in a two-dimensional kd-tree structure. This 
structure is established to optimize the search for the nearest 
neighbouring extracted targets to the projected object points. 
The projected target and its nearest extracted target in a 
given image will be considered a match only if the distance 
between them is not more than half of the average distance 
between the automatically-extracted target in question and 
its k neighbouring extracted targets. For a matched pair, 
the ID of the projected object target will be assigned to its 
nearest automatically-extracted image target. Fig. 6 shows 
a projected object target (red cross) and its neighbouring 
automatically-extracted image target (cyan cross). 

3. Implementation of the Proposed Multi

camera System Calibration Procedure 

In this section, a newly-developed multi-camera system, 
which has been designed and developed for different 
metrology applications, is introduced and the implemented 
procedure for the calibration of this system is presented. This 
section starts by a brief introduction of the developed multi-
camera system architecture. Afterwards, the implemented 
procedure for the collection of the required data for the 
system calibration will be described. 

3.1 System architecture

The introduced multi-camera system includes seven low-
cost digital cameras (Canon EOS Rebel T3) mounted on a 
reinforced arc-shape aluminium arm (Fig. 7). The utilized 
cameras have an array dimension of 4272×2848 pixels with 
5.2 μm pixel size and a 30 mm nominal focal length. They 
are also equipped with an electronic shutter that is suitable 
for extended operations at high image acquisition frequency 
(up to 3 fps). These cameras are aligned in a way to capture 
convergent images of the object of interest which is usually 
1-1.5 m away from the central camera.

For such a multi-camera system, synchronization of 
the digital cameras is essential for the simultaneous image 
acquisition of a dynamic object. For synchronized image 
acquisition, all of the cameras are initially connected to a 
host computer through a USB hub. The synchronization of 
the integrated cameras is then carried out using a software 
application, which is based on the Canon Digital Camera 
Software Development Kit (CD-SDK). This application 
is used for initializing the individual camera settings, 
commanding the cameras to simultaneously capture the 
images, and downloading the images from the cameras to 
the host computer.  

3.2 Data collection

As mentioned earlier, in order to determine the system 
calibration parameters, a bundle adjustment procedure using 
object space information is performed. In this research, 
object space targets – checkerboard and coded targets – are 
established on a board test-field which has been printed to 

Fig. 6. Projected object target (red cross) and its 
neighbouring automatically-extracted target (cyan cross)

Fig. 7. The designed multi-camera system
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scale from a CAD file (Fig. 8). Therefore, the coordinates of 
the CAD file are used as good estimates of the object space 
coordinates of the checkerboard targets. Six coordinates of 
three non-collinear targets and some distances are utilized 
to define the minimum datum parameters for the bundle 
adjustment with self-calibration procedure. The object space 
coordinates of the checkerboard/coded targets are then 
approximately derived relative to this datum.

Afterwards, we need to acquire multiples images of 
this test field. In order to avoid dependencies between the 
IOPs and EOPs within the system calibration adjustment, 
convergent images and images in portrait and landscape mode 

should be acquired. These images can be acquired either by 
rotating the individual cameras with respect to the test field 
or rotating the test field with respect to the fixed cameras. In 
this research, since the cameras have been rigidly fixed on 
the designed arm, the test field board is rotated during image 
acquisition. Fig. 9 illustrates the implemented rotations of the 
test field relative to the multi-camera system for the image 
capture and Fig. 10 shows the position and orientation of the 
captured images by the central camera using the proposed 
acquisition procedure.

4. Experimental Results

In this section, experiments using the collected data are 
conducted to demonstrate the feasibility of the introduced 
automated single-step procedure for multi-camera system 
calibration. The first set of experiments is implemented 
to quantitatively and qualitatively assess the outcome of 
the utilized automated target extraction procedure for the 
automation of the multi-camera system calibration. The 
second set of experiments is conducted to evaluate the 
performance of the implemented multi-camera system 
calibration, investigate the stability of the camera’s calibration 
parameters and system mounting parameters, and analyse 
the quality of the reconstructed object space from two 
different calibration sessions. Both experiments are based 
on two datasets with 176 images collected at 31 stations 
for each calibration session. In the following subsections, 
these experiments will be presented and their results will be 
analysed.

4.1 �Performance analysis of the automated 

target detection procedure

The objective of this experiment is to evaluate the 
performance of the proposed procedure for the automated 
extraction of the coded and checkerboard targets in the images. 
This evaluation is performed by considering the detection 
rate of different targets and the quality of their localization 
in the images. Table 2 lists the total number of visible coded 
and checkerboard targets in the collected images for the two 
calibration sessions. The detection rate of different target 
types – the percentage of automatically-extracted targets – 

Fig. 9. Image acquisition scheme for multi-camera 
system calibration

(a) Front-view  (b) side-view  (c) Top-view

Fig. 10. The distribution (position and orientation) 
of the captured images (the green, blue, and red lines 

represent that x, y, and z axes of the camera coordinate 
system for the different images) and object space 

targets (black crosses)

Fig. 8. Sample image of the test field with checkerboard 
and coded targets
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and the accuracy of the extracted targets, which has been 
evaluated through the a-posteriori variance factor of the 
bundle adjustment with self-calibration procedure, are also 
reported in Table 2. Based on the reported results in Table 2, 
one can observe that a higher percentage of coded targets are 
automatically extracted when compared to the checkerboard 
targets (i.e., 94% and 96% of the coded targets have been 
automatically extracted while only 81% and 84% of the 
checkerboard targets have been automatically extracted). 
Therefore, it can be concluded that the automated extraction 
of coded targets is more robust to the imaging conditions 
when compared to checkerboard targets. The investigation 
of the estimated accuracy for automatically-extracted targets 
verifies that these targets have been localized with sub-pixel 
accuracy (i.e., close to 1/3 of the pixel size).

Table 2. The automated detection rate and localization 
accuracy of coded and checkerboard targets for 

collected datasets in two calibration sessions

Target 
type

No. of 
Visible 
targets

No. of 
automatically-

extracted 
targets

Target 
Detection 

rate

Target 
Localization 

accuracy

Se
ss

io
n 

I Coded 1846 1741 94.3%
0.0017mm

Checker-
board 9250 7546 81.5%

Se
ss

io
n 

II Coded 1795 1732 96.5%
0.0018mm

Checker-
board 8996 7574 84.2%

4.2 Qualitative and quantitative stability analysis 

of the estimated system calibration parameters

This set of experiments is conducted to investigate the 
performance of the proposed automated approach for multi-
camera system calibration and evaluate the stability of the 
estimated system calibration parameters. The calibration 
procedure is performed using the bundle adjustment with 
self-calibration, which is introduced in the first part of this 
paper, through an indirect georeferencing procedure. The 
utilized distortion model for this self-calibration procedure 
includes K1 and K2 radial lens distortion parameters while 
ignoring the de-centring lens distortion and in-plane 
distortion coefficients, since they are deemed insignificant 

for the utilized camera. Table 3 reports the camera calibration 
results for the individual cameras within the multi-camera 
system from the two calibration sessions where xp and yp, c, 
K1 and K2 represent the principal point coordinates, principal 
distance, and radial lens distortion coefficients, respectively. 
We can observe in Table 3 that the IOPs of the individual 
cameras have been estimated with high precision in both 
calibration sessions.

Qualitative evaluation of the IOPs – individual cameras’ 
calibration parameters – by comparing derived parameters 
from the two calibration sessions reveals that the estimated 
IOPs are stable. Quantitative evaluation of the estimated IOPs 
from the two calibration sessions is also performed using the 
proposed camera stability analysis approaches by Habib et al. 
(2006) to verify the equivalency of the estimated IOPs from 
the two calibration sessions. The IOP equivalency analysis 
is based on evaluating the degree of similarity between 
the reconstructed bundles of light rays from two IOP sets 
using either the Zero ROTation (ZROT) or ROTation (ROT) 
approaches. The difference between these approaches is the 
imposed constraints on the position and orientation of the two 
bundles prior to the evaluation of the similarity measures. In 
the ZROT method, the two bundles are forced to share the 
same perspective center and optical axis. The ROT method, 
on the other hand, allows for relative rotation between the 
two bundles while sharing the same perspective center to get 
the best alignment between the bundles. The ZROT approach 
will therefore be stricter since it does not allow for any shift or 
rotation to co-align the reconstructed bundles of light rays. In 
both approaches, the Mean Square Error of the discrepancies 
between conjugate points following their projection from one 
image plane onto the other one (RMSEoffset) is used as the 
quantitative measure for evaluating the degree of similarity 
between the two bundles. The two bundles (IOP sets) will be 
deemed equivalent if the RMSEoffset is within the expected 
noise level in the image coordinate measurement accuracy, 
which is usually in the range of half a pixel. Table 4shows the 
estimated ZROT and ROT similarity measures between the 
derived IOPs of the involved cameras from the two calibration 
sessions. While considering the reported similarity measures 
in Table 4, one can conclude that the estimated IOPs for the 
individual cameras from the two calibration sessions are 
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quite similar (RMSEoffset is less than or in the range of half 
a pixel).

Table 4. Quantitative similarity analysis of the 
estimated IOPs for the individual cameras from two 

calibration sessions

(Session I-
Session II)

RMSEoffset(mm)
ZROT ROT

Camera 1 0.0015 (0.30 pixel) 0.0006 (0.11 pixel)

Camera 2 0.0005 (0.09 pixel) 0.0001 (0.01 pixel)

Camera 3 0.0031 (0.59 pixel) 0.0003 (0.06 pixel)

Camera 4 0.0017 (0.34 pixel) 0.0003 (0.06 pixel)

Camera 5 0.0043 (0.83 pixel) 0.0003 (0.06 pixel)

Camera 6 0.0015 (0.29 pixel) 0.0002 (0.04 pixel)

Camera 7 0.0026 (0.51 pixel) 0.0001 (0.03 pixel)

Table 5 reports the estimated mounting parameters (lever-
arm components and boresight angles) among the involved 
cameras using the proposed single-step procedure for the 
two calibration sessions. In the reported results, camera “4” 
was taken as the reference camera (i.e., the position and the 
orientation of the platform refer to the position and orientation 
of camera “4”). We can observe in Table 5 that the mounting 

parameters among the cameras have been estimated with 
high precision for both calibration sessions (i.e., the standard 
deviations for the boresight angles range from ±3.34" to 
±23.27", while the lever-arm offsets have been estimated 
with a precision ranging from ±0.03 to ±0.29 mm). Also, the 
lever-arm offsets are very close to the physically measured 
values. The estimated a-posteriori variance factors, for 
both calibration experiments, are also reported in Table 5, 
confirming the validity of the derived system calibration 
results and the quality of the target localization process. Table 
6 presents the quantitative similarity analysis results of the 
estimated mounting parameters relating individual cameras 
to the reference one from the two calibration sessions. The 
small mean, standard deviation, and RMSE values for 
the differences between the system mounting parameters 
estimated through the two calibration sessions verifies the 
stability/similarity of these parameters.

In order to verify the equivalency of the reconstructed 
object space using the two calibration sessions, an RMSE 
analysis of the estimated object space coordinates for sixty 
checkerboard targets is performed and reported in Table 7 
(i.e., the derived coordinates of the checkerboard targets from 

  Camera 1 Camera 2 Camera 3 Camera 4 Camera 5 Camera 6 Camera 7

Se
ss

io
n1

 I

xp
(mm±mm)

-0.3259
±0.0019

0.0027
±0.0017

-0.0639
±0.0016

-0.0715
±0.0015

-0.1965
±0.0015

0.0042
±0.0015

-0.0037
±0.0015

yp
(mm±mm)

-0.2199
±0.0030

-0.3259
±0.0023

-0.1375
±0.0024

-0.3028
±0.0020

-0.2842
±0.0021

-0.1950
±0.0020

-0.2114
±0.0022

C
(mm±mm)

29.9306
±0.0035

29.9733
±0.0033

30.1062
±0.0030

29.6892
±0.0025

29.6787
±0.0027

29.9198
±0.0029

30.3532
±0.0031

K1
(mm-2±mm-2)

-9.1484E-05
±1.3387E-06

-9.1176E-05
±1.1502E-06

-8.9537E-05
±1.1149E-06

-9.5403E-05
±1.0542E-06

-1.0001E-04
±1.0974E-06

-9.5298E-05
±9.6337E-07

-8.7136E-05
±1.0641E-06

K2
(mm-4±mm-4)

2.2206E-07
±8.3940E-09

2.1273E-07
±6.9831E-09

2.0454E-07
±7.1591E-09

2.1622E-07
±6.6834E-09

2.1982E-07
±7.0528E-09

2.3016E-07
±5.7374E-09

1.9946E-07
±6.4141E-09

Se
ss

io
n 

II

xp
(mm±mm)

-0.3241
±0.0019

0.0030
±0.0017

-0.0600
±0.0017

-0.0710
±0.0016

-0.1933
±0.0014

0.0057
±0.0015

-0.0006
±0.0015

yp
(mm±mm)

-0.2208
±0.0029

-0.3266
±0.0025

-0.1356
±0.0023

-0.3004
±0.0020

-0.2791
±0.0020

-0.1935
±0.0019

-0.2094
±0.0022

C
(mm±mm)

29.9332
±0.0036

29.9731
±0.0037

30.1074
±0.0030

29.6862
±0.0027

29.6769
±0.0026

29.9177
±0.0026

30.3515
±0.0029

K1
(mm-2±mm-2)

-9.0708-05
±1.2127E-06

-9.1640E-05
±1.2229E-06

-8.8935E-05
±1.1554E-06

-9.5123E-05
±1.0910E-06

-1.0034-04
±1.0598E-06

-9.4790E-05
±9.5488E-07

-8.6913E-05
±1.0755-06

K2
(mm-4±mm-4)

2.1910-07
±7.2495E-09

2.1844E-07
±7.7014E-09

2.0156E-07
±7.4279E-09

2.1859E-07
±7.0806E-09

2.2490E-07
±6.7814E-09

2.2908E-07
±5.7099E-09

2.0079E-07
±6.5396E-09

Table 3. Camera calibration results using the proposed technique for two calibration sessions
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the two calibration sessions are compared to each other). The 
small RMSE values confirm that the estimated object space 

coordinates from the two calibration sessions are quite similar.  

Lever-Arms Boresight angles
(𝝈𝝈𝝈𝝈�𝟎𝟎𝟎𝟎)𝟐𝟐𝟐𝟐 
(mm)2

dx
(m±mm) dy (m±mm) dz (m±mm) Dω

(degree±sec)
dφ

(degree±sec)
dκ

(degree±sec)

Se
ss

io
n 

I

(0
.0

01
7)

2

Camara 1 -0.0081
±0.0411

0.7653
±0.2841

-0.4715
±0.2232

-44.6625
±23.2796

0.1319
±14.1673

-0.0167
±7.9097

Camara 2 -0.0104
±0.0344

0.5651
±0.2087

-0.2130
±0.1736

-28.6299
±19.7757

0.3735
±13.7961

-3.5554
±5.6888

Camara 3 -0.0121
±0.0332

0.3037
±0.1155

-0.0606
±0.1494

-15.9921
±19.8371

-0.0991
±14.0726

1.4409
±3.8413

Camara 5 0.0039
±0.0307

-0.2946
±0.1119

-0.0622
±0.1386

13.4904
±18.4185

1.7417
±13.8717

5.1822
±3.3043

Camara 6 0.0304
±0.0364

-0.5535
±0.2084

-0.2126
±0.1633

28.2228
±18.0547

1.4132
±13.0734

1.6043
±5.3767

Camara 7 0.0441
±0.0437

-0.7413
±0.2763

-0.4621
±0.2166

42.6995
±18.7922

3.8196
±12.4015

3.4001
±7.4260

Se
ss

io
n 

II

(0
.0

01
8)

2

Camara 1 -0.0081
±0.0420

0.7654
±0.2884

-0.4714
±0.2274

-44.6643
±22.5972

0.1286
±14.0838

-0.0186
±8.0427

Camara 2 -0.0104
±0.0379

0.5651
±0.2132

-0.2129
±0.1828

-28.6312
±20.2998

0.3731
±14.1228

-3.5568
±5.8034

Camara 3 -0.0121
±0.0319

0.3038
±0.1155

-0.0605
±0.1484

-15.9938
±19.5633

-0.1045
±14.1816

1.4400
±3.9132

Camara 5 0.0039
±0.0300

-0.2946
±0.1125

-0.0621
±0.1382

13.4938
±18.3855

1.7348
±13.9413

5.1812
±3.3458

Camara 6 0.0303
±0.0344

-0.5535
±0.2065

-0.2125
±0.1571

28.2216
±18.0826

1.4084
±12.9324

1.6045
±5.4428

Camara 7 0.0441
±0.0427

-0.7414
±0.2763

-0.4620
±0.2152

42.6998
±19.0541

3.8137
±12.6165

3.4004
±7.5473

Table 5. Estimated a-posteriori variance factor and system mounting parameters (lever-arm components and 
boresight angles) w.r.t. camera 4 (reference camera) for the two calibration sessions

      Lever-Arms Boresight angles
ΔdX
 (m)

ΔdY
(m)

ΔdZ 
(m)

Δdω
(“)

Δdφ
(“)

Δdκ
(“)

Se
ss

io
n 

I v
s. 

Se
ss

io
n 

II

Mean -1.92E-05 -9.90E-06 9.57E-05 -0.11 -1.58 -0.28

Stan. Deviation 1.94E-05 6.10E-05 4.36E-05 0.73 0.82 0.32

RMSE 2.61E-05 6.18E-05 1.03E-04 0.71 1.75 0.40

RMSEPosition=1.21E-04m RMSEOrientation=1.92”

Table 6. The similarity analysis of the estimated system mounting parameters from the two calibation sessions

RMSEX(mm) RMSEY(mm) RMSEZ(mm)
Session I - Session II 0.2736 0.1436 0.0616

Table 7. RMSE analysis of the reconstructed object space (using sixty checkerboard targets) from the two calibration sessions
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5. Conclusions and Recommendations for 

Future Research Work

Multi-camera systems have been recognized as fast, 
light-weight, and cost-effective tools for the derivation of 
3D data pertaining to physical surfaces. These systems are 
being widely used for providing the required information 
for 3D photogrammetric reconstruction to satisfy the needs 
of a wide range of applications. The potential accuracy of 
these systems for object space reconstruction is achieved 
only when a careful system calibration is performed prior to 
data collection procedure. In the first part of this paper, a 
new multi-camera system calibration approach is introduced 
which can be applied for either indirectly or directly 
georeferened multi-camera systems. In the second part of 
this paper, the automation of the proposed system calibration 
procedure is presented. The automation of this procedure is 
carried out through the utilization of specifically-designed 
coded and signalized targets. This paper introduced new 
approaches for the automated detection, precise localization, 
and labelling of the instances of the utilized targets in the 
images. The detection, localization, and labelling of the 
coded targets was performed while considering the number 
and arrangement of circular shapes bounded by a rectangular 
shape. A computationally-efficient and precise hybrid corner 
localization interest operator was then introduced for the 
detection and localization of the instances of checkerboard 
targets in the images. This interest operator takes advantage 
of the complementary characteristics of two well-known 
interest operators (i.e., Harris and Förstner operators). Then, 
an automated technique was used to assign the proper IDs for 
the extracted targets. 

Furthermore, a newly-developed multi-camera system was 
introduced and the implemented procedure for the calibration 
of the involved cameras and system mounting parameters 
was described, in this paper. Experimental results using 
real data were finally provided to verify the feasibility of 
the proposed automated approach for the target detection, 
localization, and labelling as well as the single-step approach 
for the estimation of the cameras’ calibration parameters 
and system mounting parameters. This procedure provides 
very good target detection rate, sub-pixel localization, and 

accurate estimates for the camera calibration parameters 
and the mounting parameters among the cameras due to 
the explicit enforcement of relative orientation constraints. 
The comparison of the derived calibration parameters from 
two different calibration sessions was also carried out to 
ensure the stability of the cameras’ IOPs and the mounting 
parameters relating the involved camera to the reference 
camera.  

Future research work will focus on further testing of 
the performance of the proposed method/model using 
real datasets from different multi-camera systems (either 
directly or indirectly georeferenced). Moreover, the optimum 
imaging and control configuration for reliable estimation of 
system mounting parameters will be investigated. Standard 
procedures will be also developed to conduct the stability 
analysis of the system calibration parameters to confirm the 
invariability of these parameters prior to a given mapping 
task. In addition, the expansion of the proposed approach for 
multi-laser scanner system calibration and stability analysis 
will be investigated.
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