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Abstract—This paper proposes a high-throughput 

encoding process and encoder architecture for quasi-

cyclic low-density parity-check codes in IEEE 

802.11ac standard. In order to achieve the high 

throughput with low complexity, a partially parallel 

processing based encoding process and encoder 

architecture are proposed. Forward and backward 

accumulations are performed in one clock cycle to 

increase the encoding throughput. A low complexity 

cyclic shifter is also proposed to minimize the 

hardware overhead of combinational logic in the 

encoder architecture. In IEEE 802.11ac systems, the 

proposed encoder is rate compatible to support 

various code rates and codeword block lengths. The 

proposed encoder is implemented with 130-nm 

CMOS technology. For (1944, 1620) irregular code, 

7.7 Gbps throughput is achieved at 100 MHz clock 

frequency. The gate count of the proposed encoder 

core is about 96 K.   

 

Index Terms—Accumulation, high-throughput, IEEE 

802.11ac, partially parallel process, QC-LDPC codes   

I. INTRODUCTION 

Quasi-cyclic low-density parity-check (QC-LDPC) 

codes defined by a sparse parity check matrix have 

received much attention as a forward error correction 

code due to their excellent error correction performance 

[1]. Some wireless communication standards, such as 

IEEE 802.11ac and IEEE 802.16e, adopt the QC-LDPC 

codes as an error correction code [2, 3]. These wireless 

communication standards support a very high data rate 

over hundreds of Mbps. IEEE 802.11ac system 

especially supports about 7 Gbps data rate. These 

standards also support various code rates and codeword 

block lengths. Therefore, the QC-LDPC encoder is 

required, which is rate compatible and provides high 

throughput. 

In order to achieve high throughput, an encoding 

process has to be performed in the small number of clock 

cycles. In many literatures, the encoders for QC-LDPC 

codes were presented [4-13]. The LDPC encoders 

presented in [4, 5, 7-11] can support various code rates 

and codeword block lengths. However, these encoders 

cannot support the high data rate over Gbps. The LDPC 

encoder presented in [12] can provide 3.34 Gbps 

throughput. In [13], four types of rotate-left-accumulator 

circuits were considered for efficient QC-LDPC encoder. 

However, an entire encoding process for the high-

throughput encoder was not presented. The LDPC 

encoders introduced in [14, 15] are designed for the 

LDPC code of IEEE 802.11n standard. Although the 

LDPC encoder in [14] can perform encoding with the 

small number of clock cycles, a fully parallel architecture 

causes high hardware complexity. Since the LDPC 

encoder in [15] requires many clock cycles for encoding, 

it is hard to achieve Gbps throughput. 

The parity check matrix of QC-LDPC code is 

composed of Z × Z square sub-matrices. Each sub-matrix 

is an identity matrix with a cyclic shift or a zero matrix. 

During an encoding process, information bit sequence is 
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multiplied by the parity check matrix. Since the parity 

check matrix is divided into several Z × Z square sub-

matrices, one Z × 1 sub-sequence of the information bits 

is multiplied by the Z × Z square sub-matrix. Due to the 

cyclic shift property of the sub-matrix, the multiplication 

can be implemented by a cyclic shifter. In the parallel 

architecture for achieving high throughput, many cyclic 

shifters are required. Thus, low-complexity design of the 

cyclic shifter is important issue in the design of high-

throughput QC-LDPC encoder. 

In this paper, we propose a high throughput QC-LDPC 

encoder by adopting the column-direction partially 

parallel process algorithm, which was proposed in our 

previous works [16, 17]. Based on the partially parallel 

process, we propose high throughput QC-LDPC encoder 

architecture. The goal of the encoder design is to provide 

very high throughput up to 7 Gbps with low complexity 

in IEEE 802.11ac systems. In order to achieve high 

throughput, the proposed architecture is design to 

complete the encoding with the small number of clock 

cycles. To reduce the hardware overhead caused by the 

parallel process, a low complexity parallel cyclic shifter 

is proposed. The proposed encoder is also rate 

compatible to support various code rates and codeword 

block lengths. Implementation results demonstrate that 

the proposed rate compatible QC-LDPC encoder can 

provide high throughput exceeding 7 Gbps in IEEE 

802.11ac systems. 

The remainder of this paper is organized as follows. In 

Section II, QC-LDPC codes employed in IEEE 802.11ac 

standard are briefly introduced, and a linear encoding 

process is presented. Section III proposes a high 

throughput QC-LDPC encoding process. Based on the 

proposed encoding process, a high throughput QC-LDPC 

encoder architecture is proposed in Section IV. Section V 

discusses the implementation results. Finally, Section VI 

presents the conclusion. 

II. BACKGROUND 

1. QC-LDPC Codes in IEEE 802.11ac Standard 

 

The parity check matrix of QC-LDPC codes can be 

described as a base parity check matrix. Fig. 1 shows an 

example of the base parity check matrix defined in IEEE 

802.11ac standards [2]. The digit of the base parity check 

matrix indicates the right cyclic shift values of the 

identity Z × Z square sub-matrix. The dash ‘-’ indicates 

the zero one. 

Table 1 shows the QC-LDPC codes parameters of 

IEEE 802.11ac standards. The QC-LDPC encoder has to 

support 4 code rates, i.e., 1/2, 2/3, 3/4 and 5/6, and 3 

codeword block lengths, i.e., 648, 1296 and 1944. To 

support 3 codeword block lengths, sub-matrix sizes Z are 

defined as 27, 54 and 81. In IEEE 802.11ac standards, 12 

base parity check matrices are defined to support 4 code 

rates and 3 codeword block lengths. 

 

2. Linear Encoding Process 

 

The base parity check matrix can be partitioned into 

the two sub-matrices as shown in Fig. 1. Let H = [H1 H2] 

be the partitioned base parity check matrix, where H1 is 

an (N-M) × M sub-matrix, and H2 is an (N-M) × (N-M) 

matrix. Let c = [m p] be a codeword block, where m and 

p indicate the information bit sequence and the parity bit 

sequence, respectively. From the property that the correct 

codeword satisfies the parity check equation, the parity 

bit sequence p can be derived as follows [18], 

 

 H · cT = H1 · m
T + H2 · p

T = 0,         (1) 

 pT = H2
-1 · H1 · m

T.             (2) 

 

Since H1 is a sparse matrix, and H2
-1 has a regular 

pattern, the matrix-vector multiplications of (2) have 

linear complexity. 

III. PROPOSED HIGH THROUGHPUT QC-

LDPC ENCODING PROCESS 

An encoding process can be divided into two steps 

13 48 80 66 4 74 7 30 76 52 37 60 - 49 73 31 74 73 23 - 1 0 - -

69 63 74 56 64 77 57 65 6 16 51 - 64 - 68 9 48 62 54 27 - 0 0 -

51 15 0 80 24 25 42 54 44 71 71 9 67 35 - 58 - 29 - 53 0 - 0 0

16 29 36 41 44 56 59 37 50 24 - 65 4 65 52 - 4 - 73 52 1 - - 0

H1 H2

 

Fig. 1. Base parity check matrix of QC-LDPC codes. 

 

Table 1. IEEE 802.11ac QC-LDPC code parameters 

Code rates 1/2, 2/3, 3/4, 5/6 

Codeword block lengths 648, 1296, 1944 

Sub-matrix size Z 27, 54, 81 
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based on (2). The first step computes H1 · m
T. The 

second step is the multiplication of H2
-1 and the results of 

the first step. The results of the first step can be 

expressed as follow, 

 

 H1 · m
T = [λ0, λ1, …, λN-M-1]

T ,         (3) 

 

where λi = H1(i) · m
T. H1(i) denotes the ith row of H1. λi 

can be decomposed as follow, 

 

 

1
T
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where H1(i, j) represents the Z × Z sub-matrix at the ith 

row and the jth column of H1, m(j) denotes the jth Z × 1 

sub-sequence of the information bits, and M is the 

number of columns of H1. In order to compute λi, (4) is 

implemented based on either a serial processing or a 

parallel processing. Since the serial processing requires 

many clock cycles to compute λi, the high throughput 

encoding cannot be achieved [15]. Although the fully 

parallel processing can support the high throughput 

encoding, it causes large hardware complexity because 

the size of m is very large [14]. 

In this paper, to support the high throughput with low 

hardware complexity, we propose a column-direction 

partially parallel encoding process for computing λi [16, 

17]. Let λi(j) be 
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λi of (4) can be represented as follows, 

 

 λi(j) = λi(j-1) + H1(i, j) · m
T(j).         (6) 

 

Since there is no dependency between λi and λi-1, all 

λi’s for 0 ≤ i ≤ (N-M-1) can be computed simultaneously. 

In other words, the all sub-matrices located at the same 

column in H1 are multiplied with one Z × 1 sub-sequence 

of the information bits at the same time. According to (6), 

all λi’s can be obtained by the accumulation of λi(j) in M 

clock cycles because H1(i, j) · m
T(j) is performed at one 

clock cycle. 

Since H2
-1 of the base parity check matrices defined in 

IEEE 802.11ac standard has a regular pattern, a parity bit 

sequence p can be easily computed from λi’s. The p can 

be expressed as p = [p(0), p(1), …, p(N-M-1)], where 

p(i) is the sub-sequence of the parity bits with a size of Z. 

The first sub-sequence p(0) can be obtained by a 

summation of all λi’s as follow, 
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N M
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From (7), the second sub-sequence p(1) and the last 

sub-sequence p(N-M-1) can be easily obtained as follows, 

 

 p(1) = p1(0) + λ0,             (8) 

 p(N-M-1) = p1(0) + λN-M-1,           (9) 

 

where p1(0) is p(0) with a single right cyclic shift. The 

rest of the parity sub-sequences can be obtained by a 

forward accumulation and a backward accumulation [19] 

as follows, 

 

 p(i) = p(i-1) + λi-1, for 2 ≤ i ≤ (N-M)/2,     (10) 

 p(i) = p(i+1) + λi, for (N-M)/2 < i ≤ N-M-2.   (11) 

 

Since there is no dependency between the forward and 

backward accumulations, both are computed in parallel. 

In the proposed encoding, the second step can be 

performed in one clock cycle because all the results of 

the first stage are completely obtained at the same time. 

Based on the proposed encoding process, the encoding of 

IEEE 802.11ac QC-LDPC codes can be completed in M 

+ 1 clock cycles. 

IV. PROPOSED HIGH THROUGHPUT QC-

LDPC ENCODER ARCHITECTURE 

1. Overall Architecture of Encoder 

 

In IEEE 802.11ac standards, QC-LDPC encoder not 

only generates codeword from information bits, but also 

adds pad bits to the information bits, and performs 

puncturing and repeating the codeword [2]. Fig. 2 shows 

the overall architecture of the proposed QC-LDPC 

encoder including encoder core, padding stage and 

puncturing and repeating stage [17]. Adding the pad bits 

to the information bits is performed before the QC-LDPC 

encoder core, and puncturing and repeating the 
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codeword are performed after the LDPC encoder core. 

The padded information bits and the punctured or 

repeated codeword are temporarily saved in the buffers. 

The size of input bits of the proposed encoder 

architecture is set to Z. The size of output bits varies 

depending on the modulation scheme, and the several 

output steams are output for multiple spatial streams. 

Control signals for the overall encoder architecture are 

generated by the controller. The major roles of the 

control signals are to enable the each step and to give the 

each step the information of the code rates and block 

lengths. In the proposed encoder architecture, the sizes of 

buffers are optimized to minimize the hardware overhead. 

 

2. Proposed High Throughput Encoder Core 

 

As shown in Fig. 2, the QC-LDPC encoder core can be 

divided into two steps. The first step consists of N-M 

cyclic shifters (CSs) and the accumulation logics 

including the adders and the flip-flops (FFs). The adder 

can be replaced with a XOR gate. From the buffer of the 

padding stage, the encoder core reads the Z bits 

information sub-sequence m(j) per clock cycle. Since the 

sub-matrix H1(i, j) is the identity matrix with cyclic shift 

or a zero matrix, H1(i, j) · m
T(j) can be implemented by a 

cyclic shifter. Thus, λi(j) of (6) is obtained by 

accumulating the cyclic shift results of m(j). Since there 

is no dependency between λi and λi-1, all λi’s can be 

simultaneously obtained by the (N-M)-ways partially 

parallel processes as shown in Fig. 2. Thus, N-M CSs, 

adders and FFs are required. The final results of the first 

stage, λi(M-1)’s, can be obtained after M sub-sequences 

of the information bits are read. Therefore, the required 

number of clock cycles at the first stage is M. 

The second step consists of the vector adders and the 

forward and backward (FW/BW) accumulators. 

According to (7), the parity sub-subsequence p(0) can be 

obtained by the vector addition of all λi’s. As shown in 

Fig. 2, p(1) and p(N-M-1) can be computed by p1(0) + λ0 

and p1(0) + λN-M-1, respectively. The other sub-sequences 

of the parity bits can be obtained by the forward and 

backward accumulators according to (10) and (11), 

respectively. Fig. 3 shows the proposed forward and 

backward accumulator architecture. Although there is 

dependency between the parity sub-sequences p(i)’s, the 

critical path of the second step is short because all 

operations are just N-M vector additions. Therefore, all 

parity bits can be obtained in just one clock cycle. The 

total number of clock cycles for encoding is just M+1. 

The maximum value of M is 20 when the code rate is 5/6. 

The maximum required clock cycles of the proposed 

encoder are 21. Based on the partially parallel processing 

at the first step and one clock cycle accumulations at the 

second step, QC-LDPC encoder can generate codeword 

with the low complexity in the small number of clock 

cycles. 
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Fig. 2. Overall encoder architecture for IEEE 802.11ac QC-LDPC codes. 
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3. Proposed Low Complexity Cyclic Shifter 

 

The range of cyclic shift value to be performed is from 

0 to Z-1. A barrel shift based conventional CS should be 

decomposed into the 2log Z    steps. The required 

number of bits to save the cyclic shift value defined in 

the base parity check matrix is also 2log Z    bits. 

Fig. 4 shows the proposed low complexity and rate 

compatible CS. The barrel shifter based proposed CS 

consists of the several steps and can support the cyclic 

shift for the various sizes of Z by using multiplexors. At 

the kth step of the barrel shifter, the cyclic shift with size 

of 2(k-1) bits is performed. From the jth sub-sequence of 

information bits m(j) with size of Z, one other sub-

sequence of information bits mα(j) with α bits cyclic shift 

can be obtained. If the cyclic shift value to be performed 

is larger than α, mα(j) is used instead of m(j) in (6). 

Otherwise, m(j) is used. By using the suitable α, the 

number of steps in the proposed CS can be reduced, and 

the required number of bits to save the cyclic shift value 

in memory can be also reduced. For IEEE 802.11ac QC-

LDPC codes, if α is set to 22, the maximum cyclic shift 

values to be performed by the CS can be reduced to 22, 

31 and 58 instead of 27, 54 and 80, respectively. By 

setting α to 22, the number of steps of the proposed CS 

can be reduced from 2log 80    to 2log 58   . Thus, the 

proposed CS requires fewer cyclic shift steps than the 

conventional CS. The proposed CS is more efficient in 

the parallel architecture. Moreover, the required number 

of bits to save the cyclic shift value can be reduced by 

saving the difference between the original cyclic shift 

value and α.  

V. IMPLEMENTATION RESULTS 

Table 2 shows the throughput comparisons between 

the existing and the proposed QC-LDPC encoders. The 

existing QC-LDPC encoders [4, 5] support the rate 

compatibility. However, these encoders cannot achieve 

Gbps throughput at 100 MHz clock frequency. Although 

the QC-LDPC encoder in [6] can provide 860 Mbps 

throughput, it is not rate compatible. The QC-LDPC 

encoder presented in [12] is capable of providing rate 

compatibility and high throughput up to 3.34 Gbps at 186 

MHz clock frequency. In [14, 15], the required number 

of clock cycles for encoding are presented instead of 

throughput. The QC-LDPC encoder based on the fully 

parallel architecture [14] requires 24 clock cycles to 

complete encoding. The QC-LDPC encoder based on the 

serial architecture [15] needs at least 73 clock cycles. 

The proposed QC-LDPC encoder can perform encoding 

for 4 code rates and 3 codeword block lengths. The 

 

Fig. 3. Forward and backward accumulators. 
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Fig. 4. Proposed low complexity cyclic shifter. 
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proposed encoder can complete encoding with 21 clock 

cycles, and provide 7.7 Gbps throughput at 100 MHz 

clock frequency. In order to demonstrate that the 

proposed encoder provides the high encoding throughput 

with low-complexity, we compared the total gate counts 

of the proposed encoder with ones of the existing 

encoders [4, 6]. Even though the proposed encoder 

requires more gate counts up to nine-times compared 

with the existing encoder, the throughput of the proposed 

encoder is much faster than the existing encoder up to 

twenty-times as shown in Table 2. Therefore, compared 

with the existing QC-LDPC encoders, the proposed 

encoder requires fewer clock cycles and achieves the 

highest throughput with low complexity. The proposed 

encoder is also rate compatible. 

Table 3 compares the complexity of the conventional 

CS and the proposed CS. In IEEE 802.11ac QC-LDPC 

codes, the complexity of the proposed CS is less than that 

of conventional CS, when α is 22. In the partially parallel 

architecture, the proposed CS is more efficient than the 

conventional CS. The proposed CS also needs fewer 

memory bits for saving the cyclic shift value than the 

conventional CS. 

Table 4 shows the implementation results of the 

proposed QC-LDPC encoder for IEEE 802.11ac 

standards. The 130-nm CMOS technology is used. The 

proposed rate compatible QC-LDPC encoder can support 

up to 7.7 Gbps throughput at 100 MHz clock frequency. 

The area and total gate count of the overall encoder is 

2.863 mm2 and 273 K, respectively. The gate count of 

the encoder core is 96 K. 

VI. CONCLUSIONS 

In this paper, we proposed the high throughput and 

rate compatible QC-LDPC encoding process and encoder 

architecture. By using the column-direction partially 

parallel processing and the forward and backward 

accumulation processes carried out at single clock cycle, 

7.7 Gbps throughput was achieved with 96 K gate counts. 

In order to reduce the hardware complexity, the low 

complexity parallel CS was proposed. The proposed 

encoder is also rate compatible to support 4 code rates 

and 3 codeword block lengths. Therefore, the proposed 

encoder can be well applied for encoding of QC-LDPC 

codes in IEEE 802.11ac standard. 
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Table 2. Throughput comparisons of QC-LDPC encoders 

 [4] [5] [6] [12] [14] [15] This work 

Rate compatibility Compatible Compatible Incompatible Compatible Compatible Compatible Compatible 

Code rates 1/2, 7/8 1/2, 7/8 7/8 
1/2, 2/3, 

3/4, 5/6 

1/2, 2/3, 

3/4, 5/6 

1/2, 2/3, 

3/4, 5/6 

1/2, 2/3, 

3/4, 5/6 

Block lengths 4096, 8192 2304, 8064 8158 576:96:2304 648, 1296, 1944 648, 1296, 1944 648, 1296, 1944 

Frequency 100 MHz 100 MHz 54 MHz 186 MHz - - 100 MHz 

Clock cycles - - - - 24 73-83 21 

Gate counts 10.7 K - 31 K - - - 96 K 

Max. throughput 360 Mbps 600 Mbps 860 Mbps 3.34 Gbps - - 7.7 Gbps 

 

Table 3. Complexity comparison of CSs 

 Conventional CS Proposed CS 

Sub-matrix size 27 / 54 / 81 27 / 54 / 81 

Gate count 1,581 1,363 

Memory bits per 

CS value (bits) 
5 / 6 / 7 5 / 5 / 6 

 

 

Table 4. Implementation results of the proposed encoder

CMOS technology 130-nm 

Clock frequency 100 MHz 

Rate-compatibility Compatible 

Throughput 7.7 Gbps 

Area 2.863 mm2 

Total gate count 273 K 

QC-LDPC core gate count 96 K 
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