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A SEXTIC-ORDER VARIANT OF DOUBLE-NEWTON
METHODS WITH A SIMPLE BIVARIATE WEIGHTING

FUNCTION

Young Ik Kim*

Abstract. Via extension of the classical double-Newton method,
we propose high-order family of two-point methods in this paper.
Theoretical and computational properties of the proposed meth-
ods are fully investigated along with a main theorem describing
methodology and convergence analysis. Typical numerical exam-
ples are thoroughly treated to verify the underlying theory.

1. Introduction

Since the development of multipoint iterative methods of Traub[9] in
the 1960s, numerous high-order multipoint methods for solving a non-
linear equation in the form of f(x) = 0 have been investigated. Some
of them can be found in [2, 3, 4, 5, 8]. Displayed below in (1.1) is the
well-known two-point fourth-order double-Newton method[9], which is
a two-step classical Newton method:

{
yn = xn − f(xn)

f ′(xn) ,

xn+1 = yn − f(yn)
f ′(yn) .

(1.1)

Such higher-order methods requiring only two derivatives and two
functions include three-point sextic-order methods [3, 7], being respec-
tively shown below in (1.2) and (1.3).

Received July 25, 2014; Accepted August 05, 2014.
2010 Mathematics Subject Classification: Primary 65H05, 65H99.
Key words and phrases: sextic-order convergence, weighting function, asymptotic

error constant, efficiency index, double-Newton method, error equation.
This research was supported by the Research Fund of Dankook University in 2014.



514 Young Ik Kim





yn = xn − f(xn)
f ′(xn) ,

zn = xn − 2f(xn)
f ′(xn)+f ′(yn) ,

xn+1 = zn − f ′(xn)+f ′(yn)
3f ′(yn)−f ′(xn) · f(zn)

f ′(xn) .

(1.2)





yn = xn − 2
3

f(xn)
f ′(xn)

,

zn = xn − Jf (xn) · f(xn)
f ′(xn)

, Jf (xn) = 3f ′(yn)+f ′(xn)
6f ′(yn)−2f ′(xn)

,

xn+1 = zn − f(zn)

a(zn−xn)(zn−yn)+ 3
2 Jf (xn)f ′(yn)+(1− 3

2 Jf (xn))f ′(xn)
, a ∈ R.

(1.3)

Definition 1.1. (Error equation, asymptotic error constant, order of
convergence) Let x0, x1, · · · , xn, · · · be a sequence of numbers converging
to α. Let en = xn−α for n = 0, 1, 2, · · · . If constants p ≥ 1, c 6= 0 exist
in such a way that en+1 = c en

p+O(ep+1
n ) called the error equation, then

p and η = |c| are said to be the order of convergence and the asymptotic
error constant, respectively.

Three-point methods (1.2)–(1.3) possess rather more complicated
structures than two-point methods like (1.1). The main aim of this
paper is to develop a general class of two-point higher-order extended
double-Newton methods. To this end, by introducing a weighting func-
tion in the second step of (1.1), we propose a higher-order family of
two-point methods in the following form:
{

yn = xn − f(xn)
f ′(xn) ,

xn+1 = yn − [G(s) + u(a+bs
1+rs)] · f(yn)

f ′(yn) , s = f ′(yn)
f ′(xn) , u = f(yn)

f(xn) ,
(1.4)

where the function G : C→ C is analytic[1] in a neighborhood of 1 with
s = f ′(yn)

f ′(xn) = 1 + O(en) and u = f(yn)
f(xn) = O(en). In view of the fact that

s − 1 = O(en), u = O(en), Taylor series expansion of G(s) about 1 up
to terms of several order as well as determination of parameters r, a, b
will play an essential role in designing two-point sextic-order methods
costing two derivatives and two functions.

In Section 2, methodology and analysis is described for a new family
of sextic-order methods with appropriate forms of G. Section 3 inves-
tigates some special cases of G(s), while Section 4 presents numerical
experiments and concluding remarks.

2. Methodology and analysis

This section describes a main theorem and its proof covering the
methodology and convergence behavior on iterative scheme (1.4).
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Theorem 2.1. Assume that f : C → C has a simple root α and is

analytic [1] in a region containing α. Let ∆ = f ′(α) and cj = f (j)(α)
j!f ′(α)

for j = 2, 3, · · · . Let x0 be an initial guess chosen in a sufficiently small
neighborhood of α. Let G : C → C be analytic in a neighborhood

of 1. Let Gj = 1
j!

dj

dsj G(s)
∣∣
s=1

for 0 ≤ j ≤ 4. If G0 = 1, G1 = 0,

G2 = 3
4 , G3 = − 1+2r

2(1+r) , a = −(1 + r) and b = 1 + r are satisfied with r

free, then iterative scheme (1.4) defines a family of two-point sextic-order
methods satisfying the error equation below: for n = 0, 1, 2, · · · ,

en+1 =
{− 1

4
c2(−88c4

2 + 12c2
2c3 + 3c2

3 − 4c2c4 + 64c4
2G4)

−2c3
2 ·

c3(1 + r) + 4c2
2(1 + 2r)

(1 + r)2
}

e6
n + O(e7

n). (2.1)

Proof. Taylor series expansion of f(xn) about α up to 6th-order terms
with f(α) = 0 leads us to:

f(xn) = ∆{en + c2e
2
n + c3e

3
n + c4e

4
n + c5e

5
n + c6e

6
n + O(e7

n)}. (2.2)

It follows that
f ′(xn) = ∆{1 + 2c2en + 3c3e

2
n + 4c4e

3
n + 5c5e

4
n + 6c6e

5
n + 7c7e

6
n + O(e7

n)}. (2.3)

For simplicity, we will denote en by e from now on. With the aid of
symbolic computation of Mathematica[10], we have:

yn = xn− f(xn)
f ′(xn)

= α+c2e
2−2(c2

2−c3)e3 +Y4e
4 +Y5e

5 +Y6e
6
n +O(e7), (2.4)

where Y4 = (4c3
2−7c2c3 +3c4), Y5 = −2(4c4

2−10c2
2c3 +3c2

3 +5c2c4−2c5)
and Y6 = (16c5

2 − 52c3
2c3 + 33c2c

2
3 + 28c2

2c4 − 17c3c4 − 13c2c5 + 5c6). In
view of the fact that f ′(yn) = f ′(xn)|en→(yn−α), we get:

f ′(yn) = ∆[1+2c2
2e

2−4c2(c2
2−c3)e3+D4e

4+Σ6
i=4 Di ei+O(e7)], (2.5)

where D4 = c2(8c3
2− 11c2c3 + 6c4), Di = Di(c2, c3, · · · , c6) for 5 ≤ i ≤ 6.

Hence we have:

s =
f ′(yn)

f ′(xn)
= 1−2c2e+3(2c2

2−c3)e
2−4(4c3

2−4c2c3+c4)e
3+Σ6

i=4 Ei ei+O(e7), (2.6)

where Ei = Ei(c2, c3, · · · , c6) for 4 ≤ i ≤ 6. In view of the fact that
f(yn) = f(xn)|en→(yn−α), we get:

f(yn) = ∆[c2e
2 − 2(c2

2 − c3)e
3 + (5c3

2 − 7c2c3 + 3c4)e
4 + Σ6

i=5 Fi ei + O(e7)], (2.7)

where Fi = Fi(c2, c3, · · · , c6) for 5 ≤ i ≤ 6. Hence we have:

u =
f(yn)

f(xn)
= c2e− (3c2

2− 2c3)e
2 +(8c3

2− 10c2c3 +3c4)e
3 +Σ6

i=4 Li ei +O(e7), (2.8)
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where Li = Li(c2, c3, · · · , c6) for 4 ≤ i ≤ 6. Noting that O(f(xn)) =
O(s − 1) = O(u) = O(e) and O(f(yn)) = O(e2), Taylor expansion of
G(s) about s = 1 up to fourth-order yields after retaining up to fourth-
order terms:
G(s) = G0+G1(s−1)+G2(s−1)2+G3(s−1)3+G4(s−1)4+O(e5). (2.9)

By direct substitution of zn, f(xn), f(yn), f ′(xn), f ′(yn), s, u and G(s) in
(1.4), we find

xn+1 = yn−[G(s) + u(
a + bs

1 + rs
)]· f(yn)

f ′(yn)
= α+(1−G0)c2e

2+Σ6
i=3 Γi ei+O(e7), (2.10)

where Γi = Γi(c2, c3, · · · , c6, r, a, b,Gj), for 3 ≤ i ≤ 6, 0 ≤ j ≤ 4.
By setting G0 = 1 from (2.10) along with Γ3 = 0, we immediately

solve for K01 as

G1 =
a + b

2(1 + r)
. (2.11)

By substituting G0 = 1, G1 into Γ4 = 0, we find two independent rela-
tions below:

a + b = 0, 1 + 2b + 2r − 2ar + r2 − 4G2(1 + r)2 = 0. (2.12)

As a result, we find

a = −b,G2 =
1 + 2b + r

4(1 + r)
. (2.13)

By substituting G0 = 1, G1 = 0, G2, a into Γ5 = 0, we find two indepen-
dent relations below:

1− b + r = 0, 1 + (2 + b)r + r2 + 2G3(1 + r)2 = 0. (2.14)

Solving (2.14) for b,G3 yields

b = 1 + r, G3 = −(1 + 2r)
2(1 + r)

. (2.15)

By substituting G0 = 1, G1 = 0, G2 = 3
4 , G3, a, b into Γ6, we find with

r as a free parameter to be chosen:

Γ6 = −1
4
c2(−88c4

2 + 12c2
2c3 + 3c2

3 − 4c2c4 + 64c4
2G4)

−2c3
2 ·

c3(1 + r) + 4c2
2(1 + 2r)

(1 + r)2
(2.16)

as desired in (2.1). This completes the proof.
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3. Selection of G(s) and r

We first put Kf (s, u) = [G(s) + u(a+bs
1+rs)] for notational convenience.

Then using relations (2.11), (2.13) and (2.15), the Taylor-form bivariate
polynomial Kf (s, u) is given by

Kf (s, u) = 1 +
3

4
(s− 1)2 − (1 + 2r)(s− 1)3

2(1 + r)
+ G4(s− 1)4 + u

(1 + r)(s− 1)

(1 + rs)
, (3.1)

where notations s = f ′(yn)/f ′(xn), u = f(yn)/f(xn) are introduced for
simplicity. Special cases of (3.1) are considered here with appropriate
determination of G4 and free selection of r. In each case, relevant coef-
ficients are determined based on relations (2.11)–(2.15).

Case 1: G = 1 + 3
4(s− 1)2 − (1+2r)(s−1)3

2(1+r) + G4(s− 1)4, G4: selected

Kf (s, u) = 1 + 3
4
(s− 1)2 − (1+2r)(s−1)3

2(1+r)
+ G4(s− 1)4 + u (1+r)(s−1)

(1+rs)
. (3.2)

In what follows, we consider five interesting weighting functions with
some values of r,G4.

SN r G4 Kf (s, u)
1A 0 0 − 1

4 (s− 3)(2s2 − 3s + 3) + (s− 1)u
1B − 1

2 0 1 + 3
4 (s− 1)2 − (s−1)

(s−2)u

1C − 2
3 0 1

4 (s + 1)(2s2 − 5s + 5)− (s−1)
(2s−3)u

1D − 5
3 0 − 1

4 (s− 2)(7s2 − 10s + 7) + 2(s−1)
(5s−3)u

1E − 1
2

9
64

(
3s2−6s+11

8

)2 − (s−1)
(s−2)u

Table 1. Typical Kf (s, u) of Case 1 with values of r,G4

Case 2: G = 1 + (s− 1)2 (b0+b1s)
(1+a1s) , a1: selected, b0, b1, G4: found

Kf (s, u) = 1 + (s− 1)2 (b0+b1s)
(1+a1s) + u (1+r)(s−1)

(1+rs) , r = free. (3.3)

Using G0 = 1, G1 = 0, G2 = 3
4 , G3 = − (1+2r)

2(1+r) , we find that

b0 =
1− 2a1 − (1 + 4a1)r

4(1 + r)
, b1 =

2 + 5a1 + (4 + 7a1)r
4(1 + r)

, a1, r : free. (3.4)

In what follows, we consider seven weighting functions with values of
a1, b0, b1, r,G4.
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SN a1 b0 b1 r G4 Kf (s, u)
2A 2 9

4 0 0 1
3 1 + 9(s−1)2

4(2s+1) + (s− 1)u

2B − 1
4 0 9

16 − 3
4

1
3 1− 9(s−1)2s

4(s−4) − (s−1)
(3s−4)u

2C 1 3
2 0 − 1

5
3
16 1 + 3(s−1)2

2(s+1) − 4(s−1)
(s−5) u

2D − 4
7

9
14 − 9

28 − 3
5

1
3 1 + 9(s−1)2(s−2)

4(4s−7) − 2(s−1)
(3s−5)u

2E − 1
3

1
2 0 − 7

11
3
16 1− 3(s−1)2

2(s−3) − 4(s−1)
(7s−11)u

2F - 1
4

15
32

3
32 − 7

11
1
8 1− 3(s−1)2(s+5)

8(s−4) − 4(s−1)
(7s−11)u

2G - 1
4 − 9

16
9
8 − 9

11
7
12 1− 9(s−1)2(2s−1)

4(s−4) − 2(s−1)
(9s−11)u

Table 2. Typical Kf (s, u) of Case 1 with values of a1, b0, b1, r,G4

4. Numerical experiments and concluding remarks

Root-finding problems under normal circumstances frequently display
the relevant numerical results of approximately 6 or 7 significant decimal
digits with second-order Newton-like methods using common program-
ming languages Fortran or C. In such programming languages, empiri-
cally 15 or 16 decimal working-precision digits are adopted for numerical
results with 6 or 7 significant decimal digits. Likewise, about 48 decimal
working-precision digits would be reasonable for approximately 21 sig-
nificant decimal digits with sextic-order numerical methods. Computing
asymptotic error constants η = limn→∞

|en|
|en−1|p require a sufficient num-

ber of significant digits due to the indeterminate form of a small-number
division near the root α. Consequently, increased working-precision dig-
its are needed for reliable numerical results having a moderate number
of significant digits.

Current numerical experiments with Mathematica(Version 7) have
been carried out with 112 working-precision digits, which minimize round-
off errors and accurately compute the asymptotic error constants re-
quiring small-number divisions. The error bound ε = 1

2 × 10−80 was
assigned. The initial guesses x0 were selected close to α to guarantee
the convergence of the iterative methods. Only 15 significant digits of
approximated roots xn are displayed in Tables 3–4 due to the limited
paper space, although 80 significant digits are available. Numerical ex-
periments have been performed on a personal computer equipped with
an AMD 3.1 Ghz dual-core processor and 64-bit Windows 7 operating
system.
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(MT
Fi

)
n xn |F (xn)| |en|

∣∣∣∣ en
en−1

6

∣∣∣∣ η pn

0 0.91 0.219354 0.0237731(T1E
F1

)
1 0.886226925225390 2.18×10−9 2.27×10−10 1.259554099 20.85601714 6.75066

2 0.886226925452758 2.76×10−56 2.88×10−57 20.85601741 6.00000
3 0.886226925452758 0.0×10−111 0.0×10112

0
( 1.54
−0.98

)∗
0.0406260 0.0367208(T2A

F2

)
1

( 1.57079632084450
−0.999999998324032

)
6.76×10−9 6.18×10−9 2.521470323 2.615238385 6.01105

2
( 1.57079632679490
−1.00000000000000

)
1.59×10−49 1.45×10−49 2.615238349 6.00000

3
( 1.57079632679490
−1.00000000000000

)
0.0×10−111 0.0×10−111

pn =
log |en/η|
log |en−1| ,

∗( 1.54
−0.98

)
= 1.54− 0.98i

Table 3. Convergence for sample test functions F1(x)−
F2(x) with methods T1E, T2A

Iterative methods (1.4) with all sub-cases of both Case 1 and Case 2
were respectively identified by T1A, T1B, T1C, T1D, T1E and T2A,
T2B, T2C, T2D, T2E, T2F, T2G, being T-prefixed. Among them,
two typical methods T1E and T2A have been successfully applied to
two test functions shown below:{

T1E : F1(x) = 2 cos(x2)− log(1 + 4x2 − π)−√2, α =
√

π
2

,
T2A : F2(x) = 2x + 2i− π + cos(x + i) · log(x2 + 1), α = −i + π

2
, i =

√−1,
where log z (z ∈ C) represents a principal branch such that − π ≤ Im(log z) < π.

Definition 4.1. (Asymptotic Convergence Order) Assume that the
asymptotic error constant η = limn→∞

|en|
|en−1|p is known. Then we can

define the asymptotic convergence order pa = limn→∞
log |en/η|
log |en−1| , being

abbreviated by ACO.

Methods T1E, T2A in Table 3 clearly confirmed sextic-order conver-
gence. Table 3 lists iteration indexes n, approximate zeros xn, residual
errors |f(xn)|, errors |en| = |xn−α| and computational asymptotic error
constants ηn = | en

en−1
6 | as well as the theoretical asymptotic error con-

stant η and computational asymptotic convergence order pn = log |en/η|
log |en−1| .

The values of ηn agree up to 8 significant digits with η. The computa-
tional asymptotic order of convergence undoubtedly approaches 6.

Following functions are further tested for the convergence behavior
of proposed scheme (1.4):{

f1(x) = x5 + x2 + xe2x − 7, α ≈ 0.906962092165271, x0 = 0.85,
f2(x) = cos(πx) + (x− 2)2 sin(πx), α ≈ 1.56068650991399., x0 = 1.6,

f3(x) = cos(x2 − x + 7
16

) + 4x− 3− i
√

3, α = 1
2

+ i
√

3
4

, x0 = 0.45 + 0.5i.

For the sake of comparison, we first identify methods (1.1), (1.2),
(1.3) by DBN, PGU, CHU, respectively. Table 4 displays the values
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f x0 |xn − α| DBN PGU CHU T1A T2A T2C

f1 0.85 |x1 − α| 3.38e-5∗ 1.79e-7 4.11e-8 3.59e-6 1.60e-6 2.53e-6
|x2 − α| 3.76e-18 1.35e-40 7.03e-45 1.34e-31 5.36e-34 1.23e-32
|x3 − α| 5.71e-70 0.0e-112 0.0e-112 0.0e-112 0.0e-112 0.0e-112

f2 1.6 |x1 − α| 2.72e-7 9.52e-9 8.79e-9 9.28e-10 1.73e-9 6.59e-10
|x2 − α| 2.81e-28 1.49e-48 7.47e-49 5.62e-55 2.49e-53 6.918e-56
|x3 − α| 3.17e-112 0.0e-111 0.0e-111 0.0e-111 0.0e-111 0.0e-111

f3 −0.45 |x1 − α| 7.41e-8 2.80e-9 2.87e-9 1.31e-9 1.26e-9 1.32e-9
+0.5i |x2 − α| 2.49e-32 2.67e-54 3.12e-54 1.29e-56 1.02e-56 1.34e-56

|x3 − α| 0.0e-112 0.0e-112 0.0e-112 0.0e-112 0.0e-112 0.0e-112
∗ 3.38e-5 denotes 3.38 ×10−5

Table 4. Comparison of |xn−α| for f1(x)−f3(x) among
listed methods

of |xn − α| for methods DBN, PGU, CHU, T1A, T2A, T2C. As
Table 4 suggests, proposed methods show favorable or equivalent per-
formance as compared with existing methods DBN, PGU and CHU.
Method DBN expectedly displays the largest error of |xn − α| due to
its lower order of four, in comparison with the rest of the listed sextic-
order methods. In Table 4, italicized numbers indicate the least errors
|xn − α| within the prescribed error bound. Within the same order of
convergence, it is important to be aware that the behavior of local con-
vergence of |xn − α| is dependent on cj , namely f(x) and α as well as
initial guesses x0.

Although limited to the test functions chosen in these numerical ex-
periments, CHU has shown best accuracy for f1, while T2C for f3 and
T2A for f2. One should keep in mind that no iterative method always
shows better accuracy for all the test functions than the others. The
corresponding efficiency index of the proposed family of methods (1.4)
is found to be 61/4, which is better than 41/4 being that of the classi-
cal double-Newton method. The current approach will extend to the
development of 2-point higher-order family of simple root-finders for a
nonlinear equation.

References

[1] L. V. Ahlfors, Complex Analysis, McGraw-Hill Book, Inc., 1979.
[2] W. Bi, Q. Wu, and H. Ren, A new family of eighth-order iterative methods for

solving nonlinear equations, Appl. Math. Comput. 214 (2009), no. 4, 236-245.
[3] C. Chun, Some improvements of Jarratts method with sextic-order convergence,

Appl. Math. Comput. 190 (2007), 1432-1437.



A sextic-order variant of double-Newton methods 521

[4] Y. H. Geum and Y. I. Kim, A biparametric family of four-step sixteenth-order
root-finding methods with the optimal efficiency index, Appl. Math. Lett. 24
(2011), 1336-1342.

[5] P. Jarratt, Multipoint iterative methods for solving certain equations, Comput.
J. 8 (1966), no. 4, 398-400.

[6] H. T. Kung and J. F. Traub, Optimal order of one-point and multipoint itera-
tion, J. Assoc. Comput. Mach. 21 (1974), 643-651.

[7] S. K. Parhi and D. K. Gupta, A sixth order method for nonlinear equations,
Appl. Math. Comput. 203 (2008), 50-55.

[8] Y. Peng, H. Feng, Q. Li, and X. Zhang, A fourth-order derivative-free algorithm
for nonlinear equations, J. Comput. Appl. Math. 235 (2011), 2551-2559.

[9] J. F. Traub, Iterative Methods for the Solution of Equations, Chelsea Publishing
Company, 1982.

[10] S. Wolfram, The Mathematica Book, 5th ed., Wolfram Media, 2003.

*
Department of Applied Mathematics
Dankook University
Cheonan 330-714, Republic of Korea
E-mail : yikbell@dankook.ac.kr


