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#### Abstract

Generalized Pareto distribution play an important role in reliability, extreme value theory, and other branches of applied probability and statistics. This family of distribution includes exponential distribution, Pareto or Lomax distribution. In this paper, we established exact expressions and recurrence relations satisfied by the quotient moments of generalized order statistics for a generalized Pareto distribution. Further the results for quotient moments of order statistics and records are deduced from the relations obtained and a theorem for characterizing this distribution is presented.


## 1. Introduction

Kamps [7] introduced the concept of generalized order statistics (gos) as follows: Let $X_{1}, X_{2} \ldots$ be a sequence of independent and identically distributed ( $i i d$ ) random variables $(r v)$ with absolutely continuous distribution function $(d f) F(x)$ and probability density function $(p d f), f(x)$, $x \in(\alpha, \beta)$. Let $n \in N, n \geq 2, k>0, m \in \Re$, be the parameters such that

$$
\gamma_{r}=k+(n-r)(m+1)>0, \text { for all } r \in\{1,2, \ldots, n-1\},
$$

[^0]where $M_{r}=\sum_{j=r}^{n-1} m j$. Then $X(1, n, m, k), \ldots, X(n, n, m, k), r=1,2, \ldots n$ are called $g o s$ if their joint $p d f$ is given by
(1.1) $k\left(\prod_{j=1}^{n-1} \gamma_{j}\right)\left(\prod_{i=1}^{n-1}\left[1-F\left(x_{i}\right)\right]^{m} f\left(x_{i}\right)\right)\left[1-F\left(x_{n}\right)\right]^{k-1} f\left(x_{n}\right)$,
on the cone $F^{-1}(0)<x_{1} \leq x_{2} \leq \ldots \leq x_{n}<F^{-1}(1)$.
The model of gos contains as special cases of order statistics, record values and sequential order statistics.
Choosing the parameters appropriately (Cramer, [4], we get the variant of the gos given in Table 1.

|  | $\gamma_{\boldsymbol{n}}=\boldsymbol{k}$ | $\gamma_{\boldsymbol{r}}$ | $\boldsymbol{m}_{\boldsymbol{r}}$ |
| :---: | :---: | :---: | :---: |
| i) Sequential order statistics | $\alpha_{n}$ | $(n-r+1) \alpha_{r}$ | $\gamma_{r}-\gamma_{r+1}-1$ |
| ii) Ordinary order statistics | 1 | $n-r+1$ | 0 |
| ii) Record values | 1 | 1 | -1 |
| iv) Progressively type II <br> censored order statistics | $R_{n}+1$ | $n-r+1+\sum_{j=r}^{n} R_{j}$ | $R_{r}$ |
| v) Pfeifer's record values | $\beta_{n}$ | $\beta_{r}$ | $\beta_{r}-\beta_{r+1}-1$ |

TABLE 1. Variants of the generalized order statistics

For simplicity we shall assume $m_{1}=m_{2}=\ldots=m_{n-1}=m$.
The $p d f$ of the $r-$ th $\operatorname{gos}, X(r, n, m, k), 1 \leq r \leq n$, is

$$
\begin{equation*}
f_{X(r, n, m, k)}(x)=\frac{C_{r-1}}{(r-1)!}[\bar{F}(x)]^{\gamma_{r}-1} f(x) g_{m}^{r-1}(F(x)) \tag{1.2}
\end{equation*}
$$

and the joint $p d f$ of $X(r, n, m, k)$ and $X(s, n, m, k), 1 \leq r<s \leq n$, is

$$
\begin{align*}
& f_{X(r, n, m, k), X(s, n, m, k)}(x, y) \\
& =\frac{C_{s-1}}{(r-1)!(s-r-1)!}[\bar{F}(x)]^{m} f(x) g_{m}^{r-1}(F(x))  \tag{1.3}\\
& \quad \times\left[h_{m}(F(y))-h_{m}(F(x))\right]^{s-r-1}[\bar{F}(y)]^{\gamma_{s}-1} f(y), x<y
\end{align*}
$$

where

$$
\bar{F}(x)=1-F(x), C_{r-1}=\prod_{i=1}^{r} \gamma_{i}, \gamma_{i}=k+(n-i)(m+1),
$$

$$
h_{m}(x)=\left\{\begin{array}{l}
-\frac{1}{m+1}(1-x)^{m+1}, m \neq-1 \\
-\ln (1-x), m=-1
\end{array}\right.
$$

and

$$
g_{m}(x)=h_{m}(x)-h_{m}(1), x \in[0,1) .
$$

Let $X(r, n, m, k), r=1,2, \ldots, n$ be gos from a continuous population with $d f F(x)$ and $p d f f(x)$. Then the conditional $p d f$ of $X(s, n, m, k)$ given $X(r, n, m, k)=x, 1 \leq r<s \leq n$, in view of (1.2) and (1.3), is

$$
\begin{align*}
& f_{X(s, n, m, k) \mid X(r, n, m, k)}(y \mid x) \\
& =\frac{C_{s-1}}{(s-r-1)!C_{r-1}}  \tag{1.4}\\
& \quad \times \frac{\left[h_{m}(F(y))-h_{m}(F(x))\right]^{s-r-1}[\bar{F}(y)]^{\gamma_{s}-1}}{[\bar{F}(x)]^{\gamma_{r+1}}} f(y), x<y .
\end{align*}
$$

Recurrence relations are interesting in their own right. They are useful in reducing the number of operations necessary to obtain a general form for the function under consideration. Furthermore, they are used in characterizing distributions, which in important area, permitting the identification of population distribution from the properties of the sample. Cramer and Kamps [5] derived relations for expectations of functions of generalized order statistics within a class of distributions including a variety of identities for single and product moments of ordinary order statistics and record values as particular cases. Various developments on gos and related topics have been studied by Kamps and Gather [6], Keseling [9], Cramer and Kamps [5], Pawlas and Szynal [16], Ahmad and Fawzy [1], Ahmad [2] and Kumar [13, 14, 15], among others. Khan and Kumar [10, 11, 12] have established recurrence relations for moments of lower generalized order statistics from exponentiated Pareto, gamma and generalized exponential distributions. Kamps [8] investigated the importance of recurrence relations for moments of order statistics in characterization.

The aim of the present study is to give exact expression and some recurrence relations for quotient moments of gos from generalized Pareto distribution. In Section 2, we give exact expression and recurrence relations for quotient moments of generalized Pareto distribution. Then we show that results for order statistics and record values are deduced as special cases. In Section 3, we give exact expression and recurrence relations for conditional quotient moments of generalized Pareto distribution and we show that results for order statistics and record values are deduced. In the last section of the paper we prove a characterization
result on this distribution based on recurrence relation for conditional quotient moment of the gos.

A random variable $X$ is said to have generalized Pareto distribution if its $p d f$ is of the form

$$
\begin{equation*}
f(x)=\frac{\alpha}{(\beta x+\alpha)^{2}}\left(\frac{\alpha}{\beta x+\alpha}\right)^{(1 / \beta)-1}, x>0, \alpha, \beta>0 \tag{1.5}
\end{equation*}
$$

and the corresponding survival function is

$$
\begin{equation*}
\bar{F}(x)=\left(\frac{\alpha}{\beta x+\alpha}\right)^{1 / \beta}, x>0, \alpha, \beta>0 \tag{1.6}
\end{equation*}
$$

Here $\beta$ is the shape parameter. For $\beta>0$, the generalized Pareto distribution is known as Pareto type II or Lomax distribution . For $\beta=-1$, generalized Pareto distribution reduces uniform distribution on $(0, \alpha)$. As $\beta \rightarrow 0$, generalized Pareto distribution tends to exponential distribution with scale parameter $\alpha$. The generalized Pareto distribution is extensively used in the analysis of extreme values as well as in reliability studies when robustness is required against heavier tailed or lighter tailed alternatives to an exponential distribution. It is well known that the generalized Pareto distribution for $\beta>0$, provides reasonably good fit to distributions of income and property values. For more details and some applications of this distribution one may refer to Pickands [17] and Arnold [3].

## 2. Relations for quotient moments

Note that for generalized Pareto distribution defined in (1.6),

$$
\begin{equation*}
\bar{F}(x)=(\beta x+\alpha) f(x) \tag{2.1}
\end{equation*}
$$

The relation in (2.1) will be used to derive some simple recurrence relations for quotient moment of gos from the generalized Pareto distribution. These recurrence relations will be enable one to obtain all the quotient moments in a simple recursive manner.

Theorem 2.1. For generalized Pareto distribution as given in (1.6) and for $1 \leq r \leq s-2, k=1,2, \ldots, i=0,1,2, \ldots$ and $j=1,2, \ldots$, if $m \neq-1$
(2.2)

$$
\begin{aligned}
E & {\left[\frac{X^{i}(r, n, m, k)}{X^{j+1}(s, n, m, k)}\right] } \\
= & \frac{C_{s-1}}{(r-1)!(s-r-1)!(m+1)^{s-2}}\left(\frac{\beta}{\alpha}\right)^{j-i+1} \sum_{p=0}^{\infty} \sum_{q=0}^{i} \sum_{u=0}^{r-1} \sum_{v=0}^{s-r-1}(-1)^{u+v+q} \\
& \times\binom{ r-1}{u}\binom{s-r-1}{v}\binom{i}{q} \frac{(j+1)_{(p)}}{p!\left[\gamma_{s-v}+\beta(p+j+1)\right]} \\
& \times \frac{1}{\left[\gamma_{r-u}+\beta(p+q+j-i+1)\right]}
\end{aligned}
$$

and if $m=-1$

$$
\begin{align*}
& E\left[\frac{X^{i}(r, n,-1, k)}{X^{j+1}(s, n,-1, k)}\right] \\
& =k^{s}\left(\frac{\beta}{\alpha}\right)^{j-i+1} \sum_{p=0}^{\infty} \sum_{q=0}^{i}(-1)^{q}\binom{i}{q}  \tag{2.3}\\
& \quad \times \frac{(j+1)_{(p)}}{p![k+\beta(p+j+1)]^{s-r}[k+\beta(p+q+j-i+1)]^{r}}
\end{align*}
$$

where

$$
(j)_{p}=\left\{\begin{array}{l}
j(j+1) \ldots(j+p-1), p>0 \\
1, p=0
\end{array}\right.
$$

Proof. When $m \neq-1$, from (1.3), we have

$$
\begin{align*}
& E\left[\frac{X^{i}(r, n, m, k)}{X^{j+1}(s, n, m, k)}\right]  \tag{2.4}\\
& =\frac{C_{s-1}}{(r-1)!(s-r-1)!} \int_{0}^{\infty} \int_{x}^{\infty} \frac{x^{i}}{y^{j+1}}[\bar{F}(x)]^{m} f(x) \\
& \quad \times g_{m}^{r-1}(F(x))\left[h_{m}(F(y))-h_{m}(F(x))\right]^{s-r-1}[\bar{F}(y)]^{\gamma_{s}-1} f(y) d y d x
\end{align*}
$$

On using binomial expansion, (2.4), can be obtained when $m \neq-1$ as

$$
\begin{aligned}
& E\left[\frac{X^{i}(r, n, m, k)}{X^{j+1}(s, n, m, k)}\right] \\
& =\frac{C_{s-1}}{(r-1)!(s-r-1)!(m+1)^{s-2}} \sum_{u=0}^{r-1} \sum_{v=0}^{s-r-1}(-1)^{u+v}\binom{r-1}{u} \\
& \quad \times\binom{ s-r-1}{v} \int_{0}^{\infty} x^{i}[\bar{F}(x)]^{(s-r+u-v)(m+1)-1} f(x) G(x) d x
\end{aligned}
$$

where

$$
\begin{equation*}
G(x)=\int_{x}^{\infty} y^{-(j+1)}[\bar{F}(y)]^{\gamma_{s-v}-1} f(y) d y \tag{2.6}
\end{equation*}
$$

By setting $t=[\bar{F}(y)]^{\beta}$ in (2.6), we get

$$
\begin{aligned}
G(x) & =\frac{\beta^{j}}{\alpha^{j+1}} \int_{x}^{[\bar{F}(x)]^{\beta}}(1-t)^{-(j+1)} t^{\frac{\beta(j+1)+\gamma_{s-v}}{\beta}-1} d t \\
& =\frac{\beta^{j}}{\alpha^{j+1}} \sum_{p=0}^{\infty} \frac{(j+1)_{(p)}}{p!} \int_{x}^{[\bar{F}(x)]^{\beta}} t^{\frac{\beta(j+1+p)+\gamma_{s-v}}{\beta}-1} d t \\
& =\left(\frac{\beta}{\alpha}\right)^{j+1} \sum_{p=0}^{\infty} \frac{(j+1)_{(p)}}{p!} \frac{[\bar{F}(x)]^{\gamma_{s-v}+\beta(p+j+1)}}{\left[\gamma_{s-v}+\beta(p+j+1)\right]} .
\end{aligned}
$$

On substituting the above expression of $G(x)$ in (2.5), we find that

$$
\begin{align*}
& E\left[\frac{X^{i}(r, n, m, k)}{X^{j+1}(s, n, m, k)}\right] \\
& =\frac{C_{s-1}}{(r-1)!(s-r-1)!(m+1)^{s-2}}\left(\frac{\beta}{\alpha}\right)^{j+1} \sum_{p=0}^{\infty} \sum_{u=0}^{r-1} \sum_{v=0}^{s-r-1}  \tag{2.7}\\
& \quad \times(-1)^{u+v}\binom{r-1}{u}\binom{s-r-1}{v} \frac{(j+1)_{(p)}}{p!\left[\gamma_{s-v}+\beta(p+j+1)\right]} \\
& \quad \times \int_{0}^{\infty} x^{i}[\bar{F}(x)]^{\gamma_{r-u}+\beta(p+j+1)-1} f(x) d x .
\end{align*}
$$

Again by setting $z=[\bar{F}(x)]^{\beta}$ in (2.7) and simplifying the resulting equation, we get the result given in (2.2).
When $m=-1$, we have that

$$
\begin{align*}
& E\left[\frac{X^{i}(r, n,-1, k)}{X^{j+1}(s, n,-1, k)}\right]  \tag{2.8}\\
& =\frac{k^{s}}{(r-1)!(s-r-1)!} \int_{0}^{\infty} x^{i}[-\ln \bar{F}(x)]^{r-1} \frac{f(x)}{\bar{F}(x)} I(x) d x
\end{align*}
$$

where

$$
I(x)=\int_{x}^{\infty} y^{-(j+1)}[\ln (\bar{F}(x))-\ln (\bar{F}(y))]^{s-r-1}[\bar{F}(y)]^{k-1} f(y) d y
$$

Setting $w=\ln (\bar{F}(x))-\ln (\bar{F}(y))$, we find that

$$
I(x)=\left(\frac{\beta}{\alpha}\right)^{j+1} \sum_{p=0}^{\infty} \frac{(j+1)_{(p)}}{p!} \frac{[\bar{F}(x)]^{k+\beta(p+j+1)} \Gamma(s-r)}{[k+\beta(p+j+1)]^{s-r}}
$$

On substituting the above expression of $I(x)$ in (2.8), we obtain

$$
\begin{align*}
& E\left[\frac{X^{i}(r, n,-1, k)}{X^{j+1}(s, n,-1, k)}\right] \\
& =\frac{k^{s}}{(r-1)!}\left(\frac{\beta}{\alpha}\right)^{j+1} \sum_{p=0}^{\infty} \frac{(j+1)_{(p)}}{p![k+\beta(p+j+1)]^{s-r}}  \tag{2.9}\\
& \quad \times \int_{0}^{\infty} x^{i}[-\ln \bar{F}(x)]^{r-1}[\bar{F}(x)]^{k+\beta(p+j+1)-1} f(x) d x
\end{align*}
$$

Again by setting $z=-\ln (\bar{F}(x))$ in (2.9) and simplifying the resulting expression, we get the result given in (2.3).

## Special cases

i) Putting $m=0, k=1$ in (2.2), the exact expression for the quotient moments of order statistics of the generalized Pareto distribution is obtained as

$$
\begin{aligned}
E\left[\frac{X_{r: n}^{i}}{X_{s: n}^{j+1}}\right]= & C_{r, s: n}\left(\frac{\beta}{\alpha}\right)^{j-i+1} \sum_{p=0}^{\infty} \sum_{q=0}^{i} \sum_{u=0}^{r-1} \sum_{v=0}^{s-r-1}(-1)^{u+v+q}\binom{r-1}{u} \\
& \times\binom{ s-r-1}{v}\binom{i}{q} \frac{(j+1)_{(p)}}{p![n-s+1+v+\beta(p+j+1)]} \\
& \times \frac{1}{[n-r+1+u+\beta(p+q+j-i+1)]}
\end{aligned}
$$

where

$$
C_{r, s: n}=\frac{n!}{(r-1)!(s-r-1)!(n-s)!}
$$

ii) Putting $k=1$ in (2.3), we deduce the explicit expression for the quotient moments of upper record values for generalized Pareto distribution in the form

$$
\begin{aligned}
E\left[\frac{X_{U(r)}^{i}}{X_{U(s)}^{j+1}}\right]= & \left(\frac{\beta}{\alpha}\right)^{j-i+1} \sum_{p=0}^{\infty} \sum_{q=0}^{i}(-1)^{q}\binom{i}{q} \\
& \times \frac{(j+1)_{(p)}}{p![\beta(p+j+1)]^{s-r}[\beta(p+q+j-i+1)]^{r}}
\end{aligned}
$$

Making use of (2.1), we can derive recurrence relations for the quotient moments of gos from (1.4).

Theorem 2.2. For $1 \leq r \leq s-2, k \geq 1, i=0,1,2, \ldots$ and $j=$ $1,2, \ldots$,

$$
\begin{align*}
& \left(1+\frac{\beta(j+1)}{\gamma_{s}}\right) E\left[\frac{X^{i}(r, n, m, k)}{X^{j+1}(s, n, m, k)}\right]  \tag{2.10}\\
& =E\left[\frac{X^{i}(r, n, m, k)}{X^{j+1}(s-1, n, m, k)}\right]-\frac{\alpha(j+1)}{\gamma_{s}} E\left[\frac{X^{i}(r, n, m, k)}{X^{j+2}(s, n, m, k)}\right]
\end{align*}
$$

Proof. We have from (1.3)

$$
\begin{align*}
& E\left[\frac{X^{i}(r, n, m, k)}{X^{j+1}(s, n, m, k)}\right] \\
& =\frac{C_{s-1}}{(r-1)!(s-r-1)!} \int_{0}^{\infty} x^{i}[\bar{F}(x)]^{m} f(x) g_{m}^{r-1}(F(x)) I(x) d x \tag{2.11}
\end{align*}
$$

where

$$
\begin{equation*}
I(x)=\int_{x}^{\infty} \frac{1}{y^{j+1}}\left[h_{m}(F(y))-h_{m}(F(x))\right]^{s-r-1}[\bar{F}(y)]^{\gamma_{s}-1} f(y) d y \tag{2.12}
\end{equation*}
$$

Integrating $I(x)$ by parts treating $[\bar{F}(y)]^{\gamma_{s}-1} f(y)$ for integration and the rest of the integrand for differentiation, we get
$I(x)$

$$
\begin{aligned}
= & -\frac{(j+1)}{\gamma_{s}} \int_{x}^{\infty} \frac{1}{y^{j+2}}\left[h_{m}(F(y))-h_{m}(F(x))\right]^{s-r-1}[\bar{F}(y)]^{\gamma_{s}} d y \\
& +\frac{(s-r-1)}{\gamma_{s}} \int_{x}^{\infty} \frac{1}{y^{j+1}}\left[h_{m}(F(y))-h_{m}(F(x))\right]^{s-r-2}[\bar{F}(y)]^{\gamma_{s}+m} f(y) d y
\end{aligned}
$$

Substituting the value of $I(x)$ in (2.11) and simplifying the resulting expression we get the result given in (2.10).

REmARK 2.3. Putting $m=0$ and $k=1$ in (2.10), we obtain a recurrence relation for quotient moment of order statistics as

$$
\left(1+\frac{\beta(j+1)}{(n-s+1)}\right) E\left(\frac{X_{r: n}^{i}}{X_{s: n}^{j+1}}\right)=E\left(\frac{X_{r: n}^{i}}{X_{s-1: n}^{j+1}}\right)-\frac{\alpha(j+1)}{(n-s+1)} E\left(\frac{X_{r: n}^{i}}{X_{s: n}^{j+2}}\right)
$$

Remark 2.4. Setting $m=-1$ and $k \geq 1$ in Theorem 2.2, we get a recurrence relation for quotient moment of upper $k$ record as

$$
\left(1+\frac{\beta(j+1)}{k}\right) E\left(\frac{X_{U(r): k}^{i}}{X_{U(s): k}^{j+1}}\right)=E\left(\frac{X_{U(r): k}^{i}}{X_{U(s-1): k}^{j+1}}\right)-\frac{\alpha(j+1)}{k} E\left(\frac{X_{U(r): k}^{i}}{X_{U(s): k}^{j+2}}\right)
$$

## 3. Relations for quotient conditional expectation

Theorem 3.1. For the distribution as given in (1.6) and for $1 \leq r$ $<s \leq n-2, j=1,2, \ldots$, and $k=1,2, \ldots$, if $m \neq-1$

$$
\begin{align*}
& E\left[\left.\frac{1}{X^{j}(s, n, m, k)} \right\rvert\, X(r, n, m, k)=x\right] \\
& =\left(-\frac{\beta}{\alpha}\right)^{j} \sum_{p=0}^{\infty} \frac{(j)_{p}}{p!}\left(\frac{\beta x+\alpha}{\alpha}\right)^{p} \prod_{w=1}^{s-r}\left(\frac{\gamma_{r+w}}{\gamma_{r+w}-\beta p}\right) \tag{3.1}
\end{align*}
$$

and if $m=-1$

$$
\begin{align*}
& E\left[\left.\frac{1}{X^{j}(s, n,-1, k)} \right\rvert\, X(r, n,-1, k)=x\right] \\
& =\left(\frac{\beta}{\alpha}\right)^{j} \sum_{p=0}^{\infty} \frac{(j)_{p}}{p!}\left(\frac{k}{\beta(p+j)}\right)^{s-r}\left(\frac{\alpha}{\beta x+\alpha}\right)^{p+j} \tag{3.2}
\end{align*}
$$

Proof. When $m \neq-1$ from (1.4), we have

$$
\begin{align*}
& E\left[\left.\frac{1}{X^{j}(s, n, m, k)} \right\rvert\, X(r, n, m, k)=x\right] \\
& =\frac{C_{s-1}}{(s-r-1)!C_{r-1}(m+1)^{s-r-1}}  \tag{3.3}\\
& \quad \times \int_{x}^{\infty} y^{-j}\left[1-\left(\frac{\bar{F}(y)}{\bar{F}(x)}\right)^{m+1}\right]^{s-r-1}\left(\frac{\bar{F}(y)}{\bar{F}(x)}\right)^{\gamma_{s}-1} \frac{f(y)}{\bar{F}(x)} d y
\end{align*}
$$

By setting $u=\frac{\bar{F}(y)}{\bar{F}(x)}=\left(\frac{\beta x+\alpha}{\beta y+\alpha}\right)^{\frac{1}{\beta}}$ from (1.6) in (3.3), we obtain

$$
\begin{aligned}
& E\left[\left.\frac{1}{X^{j}(s, n, m, k)} \right\rvert\, X(r, n, m, k)=x\right] \\
& =\frac{C_{s-1}}{(s-r-1)!C_{r-1}(m+1)^{s-r-1}} \\
& \quad \times \int_{0}^{1}\left[-\frac{\beta}{\alpha}\left\{1-\frac{(\beta x+\alpha) u^{-\beta}}{\alpha}\right\}\right]^{-j} u^{\gamma_{s}-1}\left(1-u^{m+1}\right)^{s-r-1} d u \\
& =\frac{C_{s-1}}{(s-r-1)!C_{r-1}(m+1)^{s-r-1}}\left(-\frac{\beta}{\alpha}\right)^{j} \sum_{p=0}^{\infty} \frac{(j)_{(p)}}{p!}\left(\frac{\beta x+\alpha}{\alpha}\right)^{p} \\
& \quad \times \int_{0}^{1} u^{\gamma_{s}-\beta p-1}\left(1-u^{m+1}\right)^{s-r-1} d u .
\end{aligned}
$$

Again by setting $t=u^{m+1}$ in (3.4), we get

$$
\begin{aligned}
E & {\left[\left.\frac{1}{X^{j}(s, n, m, k)} \right\rvert\, X(r, n, m, k)=x\right] } \\
= & \frac{C_{s-1}}{(s-r-1)!C_{r-1}(m+1)^{s-r-1}}\left(-\frac{\beta}{\alpha}\right)^{j} \\
& \times \sum_{p=0}^{\infty} \frac{(j)_{p}}{p!}\left(\frac{\beta x+\alpha}{\alpha}\right)^{p} \int_{0}^{1} t^{\frac{k-\beta p}{(m+1)}+n-s-1}(1-t)^{s-r-1} d t \\
= & \frac{C_{s-1}}{(s-r-1)!C_{r-1}(m+1)^{s-r}}\left(-\frac{\beta}{\alpha}\right)^{j} \sum_{p=0}^{\infty} \frac{(j)_{(p)}}{p!}\left(\frac{\beta x+\alpha}{\alpha}\right)^{p} \\
& \times \frac{\Gamma\left(\frac{k-\beta p}{(m+1)}+n-s\right) \Gamma(s-r)}{\Gamma\left(\frac{k-\beta p}{(m+1)}+n-r\right)} \\
= & \frac{C_{s-1}}{(s-r-1)!C_{r-1}(m+1)^{s-r}}\left(-\frac{\beta}{\alpha}\right)^{j} \sum_{p=0}^{\infty} \frac{(j)_{(p)}}{p!}\left(\frac{\beta x+\alpha}{\alpha}\right)^{p} \\
& \times \frac{(m+1)^{s-r} \Gamma(s-r)}{\prod_{w=1}^{s-r}[(k-\beta p)+(n-r-w)(m+1)]} \\
= & \frac{C_{s-1}}{C_{r-1}}\left(-\frac{\beta}{\alpha}\right)^{j} \sum_{p=0}^{\infty} \frac{(j)_{(p)}}{p!}\left(\frac{\beta x+\alpha}{\alpha}\right)^{p} \frac{1}{\prod_{w=1}^{s-r}\left(\gamma_{r+w}-\beta p\right)},
\end{aligned}
$$

and hence the result given in (3.1).
When $m=-1$, we have that

$$
\begin{align*}
& E\left[\left.\frac{1}{X^{j}(s, n,-1, k)} \right\rvert\, X(r, n,-1, k)=x\right] \\
& =\frac{k^{s-r}}{(s-r-1)![\bar{F}(x)]^{k}}  \tag{3.5}\\
& \quad \times \int_{x}^{\infty} y^{-j}[\ln (\bar{F}(x))-\ln (\bar{F}(y))]^{s-r-1}[\bar{F}(y)]^{k-1} f(y) d y .
\end{align*}
$$

Setting $w=\ln (\bar{F}(x))-\ln (\bar{F}(y))$ in (3.5) and integrating the resulting expression we get the result given in (3.2).

## Special cases

i) Putting $m=0, k=1$ in (3.1), the exact expression for the conditional quotient moments of order statistics of the generalized Pareto distribution is obtained as

$$
\begin{aligned}
& E\left(\left.\frac{1}{X_{s: n}^{j}} \right\rvert\, X_{r: n}=x\right) \\
& =\left(-\frac{\beta}{\alpha}\right)^{j} \sum_{p=0}^{\infty} \frac{(j)_{(p)}}{p!}\left(\frac{\beta x+\alpha}{\alpha}\right)^{p} \times \prod_{w=1}^{s-r}\left(\frac{n-r-w+1}{n-r-w+1-\beta p}\right) .
\end{aligned}
$$

ii) Putting $k=1$ in (3.2), we deduce the explicit expression for the conditional quotient moments of upper record values for generalized Pareto distribution in the form

$$
E\left(\left.\frac{1}{X_{U(s)}^{j}} \right\rvert\, X_{U(r)}=x\right)=\left(\frac{\beta}{\alpha}\right)^{j} \sum_{p=0}^{\infty} \frac{(j)_{(p)}}{p!}\left(\frac{1}{\beta(p+j)}\right)^{s-r}\left(\frac{\alpha}{\beta x+\alpha}\right)^{p+j}
$$

Making use of (2.1), we can derive recurrence relations for the conditional quotient moments of gos.

Theorem 3.2. For $1 \leq r \leq s-2, k \geq 1, i=0,1,2, \ldots$ and $j=1,2, \ldots$

$$
\begin{align*}
& \left(1+\frac{\beta(j+1)}{\gamma_{s}}\right) E\left[\left.\frac{X^{i}(r, n, m, k)}{X^{j+1}(s, n, m, k)} \right\rvert\, X(r, n, m, k)=x\right] \\
& =E\left[\left.\frac{X^{i}(r, n, m, k)}{X^{j+1}(s-1, n, m, k)} \right\rvert\, X(r, n, m, k)=x\right]  \tag{3.6}\\
& \quad-\frac{\alpha(j+1)}{\gamma_{s}} E\left[\left.\frac{X^{i}(r, n, m, k)}{X^{j+2}(s, n, m, k)} \right\rvert\, X(r, n, m, k)=x\right]
\end{align*}
$$

Proof. From (1.4), we have

$$
\begin{equation*}
E\left[\left.\frac{X^{i}(r, n, m, k)}{X^{j+1}(s, n, m, k)} \right\rvert\, X(r, n, m, k)=x\right]=\frac{x^{i} C_{s-1} I(x)}{(s-r-1)!C_{r-1}[\bar{F}(x)]^{\gamma_{r+1}}} \tag{3.7}
\end{equation*}
$$

where $I(x)$ is defined in (2.12). Substituting the value of $I(x)$ from (2.13) in (3.7) and simplifying the resulting expression we get the result given in (3.6).

Remark 3.3. Putting $m=0, k=1$ in (3.6), we obtain a recurrence relation for conditional quotient moment of order statistics as

$$
\begin{aligned}
& \left(1+\frac{\beta(j+1)}{n-s+1}\right) E\left(\left.\frac{X_{r: n}^{i}}{X_{s: n}^{j+1}} \right\rvert\, X_{r: n}=x\right) \\
& =E\left(\left.\frac{X_{r: n}^{i}}{X_{s-1: n}^{j+1}} \right\rvert\, X_{r: n}=x\right)-\frac{\alpha(j+1)}{(n-s+1)} E\left(\left.\frac{X_{r: n}^{i}}{X_{s: n}^{j+2}} \right\rvert\, X_{r: n}=x\right)
\end{aligned}
$$

REmark 3.4. Setting $m=-1$ and $k \geq 1$ in Theorem 3.2, we get a recurrence relation for quotient moment of upper $k$ records as

$$
\begin{aligned}
& \left(1+\frac{\beta(j+1)}{k}\right) E\left(\left.\frac{X_{U(r): k}^{i}}{X_{U(s): k}^{j+1}} \right\rvert\, X_{U(r)}=x\right) \\
& =E\left(\left.\frac{X_{U(r): k}^{i}}{X_{U(s-1): k}^{j+1}} \right\rvert\, X_{U(r)}=x\right)-\frac{\alpha(j+1)}{k} E\left(\left.\frac{X_{U(r): k}^{i}}{X_{U(s): k}^{j+2}} \right\rvert\, X_{U(r)}=x\right)
\end{aligned}
$$

## 4. Characterization

THEOREM 4.1. Let $X$ be a non-negative random variable having an absolutely continuous distribution function $F(x)$ with $F(0)=0$ and $0<F(x)<1$ for all $x>0$, then

$$
\begin{align*}
& E\left[\left.\frac{1}{X^{j}(s, n, m, k)} \right\rvert\, X(r, n, m, k)=x\right] \\
& =\left(-\frac{\beta}{\alpha}\right)^{j} \sum_{p=0}^{\infty} \frac{(j)_{(p)}}{p!}\left(\frac{\beta x+\alpha}{\alpha}\right)^{p} \prod_{w=1}^{s-r}\left(\frac{\gamma_{r+w}}{\gamma_{r+w}-\beta p}\right) \tag{4.1}
\end{align*}
$$

if and only if

$$
\bar{F}(x)=\left(\frac{\alpha}{\beta x+\alpha}\right)^{1 / \beta}, x>0, \alpha, \beta>0
$$

Proof. The necessary part follows immediately from (3.1). On the other hand if (4.1) is satisfied, then on using equation (1.4), we have

$$
\begin{align*}
\frac{C_{s-1}}{(s-r-1)!C_{r-1}(m+1)^{s-r-1}} \int_{x}^{\infty} & y^{-j}\left[(\bar{F}(x))^{m+1}-(\bar{F}(y))^{m+1}\right]^{s-r-1}  \tag{4.2}\\
& \times[\bar{F}(y)]^{\gamma_{s}-1} f(y) d y=[\bar{F}(x)]^{\gamma_{r+1}} H_{r}(x),
\end{align*}
$$

where

$$
H_{r}(x)=\left(-\frac{\beta}{\alpha}\right)^{j} \sum_{p=0}^{\infty} \frac{(j)_{(p)}}{p!}\left(\frac{\beta x+\alpha}{\alpha}\right)^{p} \prod_{w=1}^{s-r}\left(\frac{\gamma_{r+w}}{\gamma_{r+w}-\beta p}\right)
$$

Differentiating (4.2) both the sides with respect to $x$, and rearranging the terms, we get

$$
\begin{aligned}
- & \frac{C_{s-1}[\bar{F}(x)]^{m} f(x)}{(s-r-2)!C_{r-1}(m+1)^{s-r-2}} \int_{x}^{\infty} y^{-j}\left[(\bar{F}(x))^{m+1}-(\bar{F}(y))^{m+1}\right]^{s-r-2} \\
& \times[\bar{F}(y)]^{\gamma_{s}-1} f(y) d y=H_{r}^{\prime}(x)[\bar{F}(x)]^{\gamma_{r+1}}-\gamma_{r+1} H_{r}(x)[\bar{F}(x)]^{\gamma_{r+1}-1} f(x)
\end{aligned}
$$

or

$$
\begin{aligned}
& \gamma_{r+1} H_{r+1}(x)[\bar{F}(x)]^{\gamma_{r+2}+m} f(x) \\
& =H_{r}^{\prime}(x)[\bar{F}(x)]^{\gamma_{r+1}}-\gamma_{r+1} H_{r}(x)[\bar{F}(x)]^{\gamma_{r+1}-1} f(x) .
\end{aligned}
$$

Therefore

$$
\frac{f(x)}{\bar{F}(x)}=-\frac{H_{r}^{\prime}(x)}{\gamma_{r+1}\left[H_{r+1}(x)-H_{r}(x)\right]}=\frac{1}{\beta x+\alpha}
$$

where

$$
H_{r}^{\prime}(x)=\left(-\frac{\beta}{\alpha}\right)^{j} \sum_{p=0}^{\infty} \frac{\beta p(j)_{(p)}}{p!\beta}\left(\frac{\beta x+\alpha}{\alpha}\right)^{p-1} \prod_{w=1}^{s-r}\left(\frac{\gamma_{r+w}}{\gamma_{r+w}-\beta p}\right)
$$

and

$$
H_{r+1}(x)=\left(-\frac{\beta}{\alpha}\right)^{j} \sum_{p=0}^{\infty} \frac{(j)_{(p)}}{p!}\left(\frac{\beta x+\alpha}{\alpha}\right)^{p} \prod_{w=1}^{s-(r+1)}\left(\frac{\gamma_{r+1+w}}{\gamma_{r+1+w}-\beta p}\right)
$$

which proves that

$$
\bar{F}(x)=\left(\frac{\alpha}{\beta x+\alpha}\right)^{1 / \beta}, x>0, \alpha, \beta>0
$$
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