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Abstract An automatic speech recognition system is one of the popular research problems. There are many research groups working in this field for different language including Japanese. Japanese vowel recognition is one of important parts in the Japanese speech recognition system. The vowel classification system with the Mamdani fuzzy inference system was developed in this research. We tested our system on the blind test data set collected from one male native Japanese speaker and four male non-native Japanese speakers. All subjects in the blind test data set were not the same subjects in the training data set. We found out that the classification rate from the training data set is $95.0 \%$. In the speaker-independent experiments, the classification rate from the native speaker is around $70.0 \%$, whereas that from the non-native speakers is around $80.5 \%$.
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## 1. Introduction

An automatic speech recognition system is a phoneme identification process from the speech segment. This process relies heavily on a very good vowel sound classification system [1]. There are several research works on speech recognition system for different languages including Japanese. Therefore, Japanese vowel sound classification becomes one of the challenging research problems.

Since a very good vowel recognition system is an important part in speech recognition system, there are several research works on vowel recognition in different languages including English [2-5], English with Malaysian speakers [6], Arabic [7], Mandarin [8],

Kazakh [9], Malay [10], Thai [11], etc. There are also some research works on the Japanese vowel sound (/a/, /i/, / l , /e/, and /o/) recognition system [12-15]. Although these systems provide very good recognition rates, they may not work well with non-native speakers. Hence, in this paper, we develop the Japanese vowel classification system with the Mamdani fuzzy inference system. Our system is tested with a blind test data set collected from four non-native Japanese speakers and one native Japanese speaker.

This paper is organized as follows. The next section provides the descriptions of the vowel recognition system. The results are illustrated and discussed in section 3. Finally, the conclusion is drawn in section 4.
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## 2. System Overview

The input to this system is Japanese vowel sound signals acquired at 8 kHz sampling rate. Each Japanese vowel sound signal is segmented into 512 samples. We preprocess each signal segment with the Hamming window [16] to improve its quality. The Hamming window is calculated as

$$
\begin{equation*}
w(n)=0.54-0.46 \cos \left(2 \pi \frac{n}{N}\right) \tag{1}
\end{equation*}
$$

with $N=512$. Then the resulting signal is transformed using the discrete Fourier transform [16], i.e.,

$$
\begin{align*}
& X(k)=\sum_{n=0}^{N-1} x(n) e^{\frac{-i 2 \pi k n}{N}} \\
& , \mathrm{k}=1,2, \cdots, \mathrm{~N} . \tag{2}
\end{align*}
$$

We calculated a power spectrum [16] of each signal by

$$
\begin{equation*}
P(k)=20 \log _{10}\left(\frac{|X(k)|}{\max _{j}|X(j)|}\right) \tag{3}
\end{equation*}
$$

Then the Mamdani fuzzy inference system with the middle of maximum (mom) as a defuzzification method [17] is utilized to classify each Japanese vowel sound. The two input features of the system are the first (F1) and second (F2) formants [1, 16]. The summary of the process is shown in figure 1. Examples of each vowel sound and its first and second formants are shown in figure 2.

[Fig. 1] Summary of the recognition process

[Fig. 2] Japanese vowel signals and their corresponding first and second formants of vowel sound (a) /a/, (b) /i/ (c) /u/, (d) /e/, (e) /o/

## 3. Experimental Results

We collected a train data set from 4 male native Japanese speakers. Each of the 5 vowels was recorded 8 times and, hence, there were 40 samples in total for each subject. The first and second formants of all training samples are shown in figure 3.

[Fig. 3] First and second formants of vowels in training set inference system as follows:

Rule 1: If ( F 1 is HIGH ) and ( F 2 is MEDIUM) then (output is HIGH).
Rule 2: If (F1 is LOW) and (F2 is VERY HIGH) then (output is LOW).
Rule 3: If ( F 1 is LOW) and ( F 2 is MEDIUM) then (output is MEDIUM).
Rule 4: If (F1 is MEDIUM) and (F2 is HIGH) then (output is MEDIUM LOW).
Rule 5: If ( F 1 is MEDIUM LOW) and ( F 2 is LOW) then (output is MEDIUM HIGH).

The membership function of F1, F2, and the output shown in figure 4 were manually constructed.

(a)

[Fig. 4] Membership functions of (a) F1, (b) F2, and (c) output

The defuzzified output from the mom method was used as an input to the manually selected classification rule bases shown as follows:

Rule 1: If an output $Q[0.0,0.2]$, then this vowel sound is $/ \mathrm{i} /$.
Rule 2: If an output © [0.2, 0.4], then this vowel sound is $/ \mathrm{e} /$.

Rule 3: If an output © [0.4, 0.6], then this vowel sound is $/ \mathrm{u} /$.

Rule 4: If an output © $[0.6,0.8]$, then this vowel sound is / $/$ /.

Rule 5: If an output $\mathbb{Q}[0.8,1.0]$, then this vowel sound is $/ \mathrm{a} /$.

The confusion matrix of the training data set is shown in figure 5 . We can see that the correct classification rate is $95.0 \%$. Two samples of vowel / / are misclassified as $/ \mathrm{e} /$. The reason is that the first and second formants of those samples are close to those of vowel /e/. For example, the first and second formants of one of the misclassified $/ 0 /$ are around 625 and 2679.7 Hz . Hence, the defuzzified output from the

Mamdani is around 0.3 and that will assign this sample to /e/ group. For another misclassified / 0 /, the system gives the defuzzified output approximately 0.3 , as well

|  |  | Algorithm's output |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | /a/ | /i/ | /u/ | /e/ | /0/ |
| Actual vowel | /a/ | 8 |  |  |  |  |
|  | /i/ |  | 8 |  |  |  |
|  | /u/ |  |  | 8 |  |  |
|  | /e/ |  |  |  | 8 |  |
|  | /0/ |  |  |  | 2 | 6 |

[Fig. 5] Confusion matrix from train data set

We tested our system with a male native Japanese speaker and 4 male non-native Japanese speakers. These 5 subjects are not the same subjects in the training data set. We collected each vowel sound 10 times from a native speaker, hence, there were 50 samples in total in the first blind test data set. For the second blind test data set, we also asked each non-native Japanese speaker to speak each vowel 10 times, hence, there were 50 samples from each speaker. Therefore, there were 200 samples in total. The confusion matrix of the native and non-native Japanese speakers is shown in figures 6 and 7. In the speaker-independent experiments, the correct classification rate on the native Japanese speaker is $70.0 \%$, while the total correct classification rate of the non-native speakers is $80.5 \%$. Again, the misclassified vowels are caused by the same reason as mentioned before. For example, the first and second formants of vowel / $/$ / from the native Japanese speaker shown in figure 8 are close to those of vowels $/ \mathrm{L} /$ and $/ \mathrm{a} /$ in the training data set. The defuzzified outputs of this misclassified $/ \mathrm{o} /$ are approximately 0.9 (in /a/ group) and around 0.5 (in $/ \mathrm{l} /$ group). The first and second formants of vowel /e/ from the first non-native speaker shown in figure 9 are around those of vowel /i/ in the training data set. The defuzzified output is approximately 0.1 that will result in the assignment of this sample to $/ \mathrm{i} /$ group.

|  |  | Algorithm's |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $/ \mathrm{a} /$ | $/ \mathrm{i} /$ | $/ \mathrm{u} /$ | $/ \mathrm{e} /$ | $/ \mathrm{o} /$ |  |
| Actual <br> vowel | $\mathrm{I} /$ | 8 |  |  |  | 2 |  |
|  | $/ \mathrm{i} /$ |  | 8 | 1 | 1 |  |  |
|  | $/ \mathrm{u} /$ |  |  | 10 |  |  |  |
|  | $\mathrm{e} /$ | 2 |  | 1 | 7 |  |  |
|  | $/ \mathrm{o} /$ | 2 |  | 6 |  | 2 |  |

[Fig. 6] Confusion matrix of blind test data set from a native Japanese speaker

|  |  | Algorithm's output |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | /a/ | /i/ | /u/ | /e/ | /0/ |
| Actual | /a/ | 10 |  |  |  |  |
| vowel | /i/ |  | 10 |  |  |  |
|  | /u/ |  | 5 | 1 | 4 |  |
|  | /e/ |  | 10 |  |  |  |
|  | /0/ |  |  |  |  | 10 |

(a)

|  |  | Algorithm's output |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | /a/ | /i/ | / l | /e/ | /0/ |
| Actual vowel | /a/ | 9 |  |  |  | 1 |
|  | /i/ |  | 9 | 1 |  |  |
|  | /u/ |  |  | 8 | 2 |  |
|  | /e/ |  |  |  | 10 |  |
|  | /0/ |  |  |  | 1 | 9 |

(b)

|  |  | Algorithm's |  |  | 's output |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | /a/ | /i/ | / $\mathrm{W} /$ | /e/ | /0/ |
| Actual vowel | /a/ | 10 |  |  |  |  |
|  | /i/ |  | 7 | 2 |  | 1 |
|  | / $\mathrm{W} /$ |  |  | 10 |  |  |
|  | /e/ |  |  |  | 10 |  |
|  | /0/ |  |  |  |  | 10 |

(c)

|  |  | Algorithm's output |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | /a/ | /i/ | /u/ | /e/ | /0/ |
| Actual vowel | /a/ | 6 |  |  | 2 | 2 |
|  | /i/ |  | 7 |  | 3 |  |
|  | /u/ |  | 1 | 5 | 3 | 1 |
|  | /e/ |  |  |  | 10 |  |
|  | /0/ |  |  |  |  | 10 |

(d)
[Fig. 7] Confusion matrices of blind test data set from non- native Japanese speakers (a) 1, (b) 2 , (c) 3, and (d) 4

[Fig. 8] First and second formants of vowel/o/ of the blind native speaker among formants of all vowels in training data set

[Fig. 9] First and second formants of vowel /e/ of the first blind non-native speaker among formants of all vowels in training data set

## 4. Conclusion

There are several research works on automatic speech recognition system. The Japanese speech recognition system is one of the popular research topics. One of the important parts in the research topic is Japanese vowel recognition. In this paper, we developed a vowel recognition system using the Mamdani fuzzy inference system. We found that the recognition rate of the training data set was approximately $95.0 \%$. The correct classification rate of the blind test data collected from a native Japanese speaker was around $70.0 \%$, whereas those of 4 non-native Japanese speakers was approximately 80.5 $\%$. Hence, the results demonstrated that this system worked well in the speaker-independent experiments, even when the speakers were not native speaker. We
will integrate this system into the complete speech recognition system in the future work.
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