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#### Abstract

Motivated by the recent investigations of several authors, in this paper we present a generalization of a result obtained recently by Choi et al. ([3]) involving hypergeometric identities. The result is obtained by suitably applying fractional calculus method to a generalization of the hypergeometric transformation formula due to Kummer.


## 1. Introduction

The largely investigated generalized hypergeometric function ${ }_{p} F_{q}$ with $p$ numerator parameters $a_{1}, \ldots, a_{p}$ such that $a_{j} \in \mathbb{C}(j=1, \ldots, p)$ and $q$ denominator parameters $b_{1}, \ldots, b_{q}$ such that $b_{j} \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}\left(j=1, \ldots, q ; \mathbb{Z}_{0}^{-}:=\right.$ $\mathbb{Z} \cup\{0\}=\{0,-1,-2, \ldots\}$ ) is defined by (see, for example [17, Chapter 4]; see also [19, 20, 21])

$$
{ }_{p} F_{q}\left[\begin{array}{l}
\alpha_{1}, \ldots, \alpha_{p} ; \\
\beta_{1}, \ldots, \beta_{q} ;
\end{array}\right]={ }_{p} F_{q}\left[\alpha_{1}, \ldots, \alpha_{p} ; \beta_{1}, \ldots, \beta_{q} ; z\right]
$$

$$
\begin{equation*}
=\sum_{n=0}^{\infty} \frac{\left(\alpha_{1}\right)_{n} \cdots\left(\alpha_{p}\right)_{n}}{\left(\beta_{1}\right)_{n} \cdots\left(\beta_{q}\right)_{n}} \frac{z^{n}}{n!}, \tag{1.1}
\end{equation*}
$$

$(p \leq q$ and $|z|<\infty ; p=q+1$ and $|z|<1 ; p=q+1,|z|=1$ and $\operatorname{Re}(\omega)>0)$, where

$$
\omega:=\sum_{j=1}^{q} b_{i}-\sum_{j=1}^{p} a_{i}
$$

and $(\alpha)_{n}$ denotes the Pochhammer symbol defined, in terms of the Gamma function, by

$$
(\alpha)_{n}:=\frac{\Gamma(\alpha+n)}{\Gamma(\alpha)}= \begin{cases}\alpha(\alpha+1) \cdots(\alpha+n-1) & (n \in \mathbb{N} ; \alpha \in \mathbb{C}) \\ 1 & (n=0 ; \alpha \in \mathbb{C} \backslash\{0\})\end{cases}
$$
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Many years ago, Kummer [9, p. 81, Entry 72] and Ramanujan [1, p. 64, Entry 21] presented independently the following relationship involving the Gauss hypergeometric function:

$$
\left.\begin{array}{rl} 
& { }_{2} F_{1}\left[\begin{array}{c}
a, b ; \\
\frac{1}{2}(a+b+1) ; \\
2
\end{array}(1+z)\right.
\end{array}\right] \quad \begin{aligned}
& \Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}(a+b+1)\right)  \tag{1.2}\\
& \Gamma\left(\frac{1}{2}(a+1)\right) \Gamma\left(\frac{1}{2}(b+1)\right) \\
& F_{1}\left[\begin{array}{cc}
\frac{a}{2}, & \frac{b}{2} ; \\
\frac{1}{2} ; & z^{2}
\end{array}\right] \\
&+\frac{2 z \Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}(a+b+1)\right)}{\Gamma\left(\frac{a}{2}\right) \Gamma\left(\frac{b}{2}\right)}{ }_{2} F_{1}\left[\begin{array}{cc}
\frac{a}{2}+\frac{1}{2}, & \frac{b}{2}+\frac{1}{2} ; \\
\frac{3}{2} ; & \left.z^{2}\right]
\end{array}\right.
\end{aligned}
$$

with $z \in \mathbb{U}$ where $\mathbb{U}$ denotes the open unit disk, that is,

$$
\mathbb{U}=\{z: z \in \mathbb{C} \text { and }|z|<1\} .
$$

Recently, Choi et al. [2, Equation (2.1)] obtained the following generalization of Kummer's formula:

$$
\begin{align*}
&{ }_{2} F_{1}\left[\begin{array}{c}
a, b ; \\
\frac{1}{2}(a+b+\ell+1) ; \\
2
\end{array}(1+z)\right]  \tag{1.3}\\
&= \frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2} a+\frac{1}{2} b+\frac{1}{2} \ell+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} a-\frac{1}{2} b-\frac{1}{2} \ell+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2} a-\frac{1}{2} b+\frac{1}{2}+\frac{1}{2}|\ell|\right)} \\
& \cdot\left[\sum_{j=0}^{\infty} \frac{\left(\frac{1}{2} a\right)_{j}\left(\frac{1}{2} a+\frac{1}{2}\right)_{j}\left(\frac{1}{2} b\right)_{j}\left(\frac{1}{2} b+\frac{1}{2}\right)_{j}}{\left(\frac{1}{2}\right)_{j} j!} z^{2 j}\right. \\
& \cdot\left\{\frac{C_{\ell}}{\Gamma\left(\frac{1}{2} a+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} b+\frac{1}{2} \ell+\frac{1}{2}-\left[\frac{\ell+1}{2}\right]\right)\left(\frac{1}{2} a+\frac{1}{2}\right)_{j}\left(\frac{1}{2} b+\frac{1}{2} \ell+\frac{1}{2}-\left[\frac{\ell+1}{2}\right]\right)_{j}}\right. \\
&\left.+\frac{D_{\ell}}{\Gamma\left(\frac{1}{2} a\right) \Gamma\left(\frac{1}{2} b+\frac{1}{2} \ell-\left[\frac{\ell}{2}\right]\right)\left(\frac{1}{2} a\right)_{j}\left(\frac{1}{2} b+\frac{1}{2} \ell-\left[\frac{\ell}{2}\right]\right)_{j}}\right\} \\
&+\frac{a b z}{2} \sum_{j=0}^{\infty} \frac{\left(\frac{1}{2} a+\frac{1}{2}\right)_{j}\left(\frac{1}{2} a+1\right)_{j}\left(\frac{1}{2} b+\frac{1}{2}\right)_{j}\left(\frac{1}{2} b+1\right)_{j}}{j!} z^{2 j} \\
& \cdot\left\{\frac{E_{\ell}}{\Gamma\left(\frac{1}{2} a+1\right) \Gamma\left(\frac{1}{2} b+\frac{1}{2} \ell+1-\left[\frac{\ell+1}{2}\right]\right)\left(\frac{1}{2} a+1\right)_{j}\left(\frac{1}{2} b+1+\frac{1}{2} \ell-\left[\frac{\ell+1}{2}\right]\right)_{j}}\right. \\
&\left.\left.+\frac{F_{\ell}}{\Gamma\left(\frac{1}{2} a+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} b+\frac{1}{2}+\frac{1}{2} \ell-\left[\frac{\ell}{2}\right]\right)\left(\frac{1}{2} a+\frac{1}{2}\right)_{j}\left(\frac{1}{2} b+\frac{1}{2}+\frac{1}{2} \ell-\left[\frac{\ell}{2}\right]\right)_{j}}\right\}\right] \\
&(z \in \mathbb{U} ; \ell=0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5),
\end{align*}
$$

where $[x]$ denotes the greatest integer less than or equal to $x$ and the coefficients $C_{\ell}, D_{\ell}$ and $E_{\ell}, F_{\ell}$ are, respectively, given in Tables 1 and 2 below.

TABLE 1

| $\ell$ | $C_{\ell}$ | $D_{\ell}$ |
| :---: | :---: | :---: |
| 5 | $\begin{gathered} -(b+a+4 j+6)^{2}+\frac{1}{4}(b-a+6)^{2} \\ +\frac{1}{2}(b-a+6)(b+a+4 j+6) \\ +11(b+a+4 j+6) \\ -\frac{13}{2}(b-a+6)-20 \end{gathered}$ | $\begin{gathered} (b+a+4 j+6)^{2}-\frac{1}{4}(b-a+6)^{2} \\ +\frac{1}{2}(b-a+6)(b+a+4 j+6) \\ -17(b+a+4 j+6) \\ -\frac{1}{2}(b-a+6)+62 \end{gathered}$ |
| 4 | $\begin{aligned} & \frac{1}{2}(b+a+4 j+1)(b+a+4 j-3) \\ & \quad-\frac{1}{4}(b-a+3)(b-a-3) \end{aligned}$ | $-2(b+a+4 j-1)$ |
| 3 | $-\frac{1}{2}(3 a+b+8 j-2)$ | $\frac{1}{2}(3 b+a+8 j-2)$ |
| 2 | $\frac{1}{2}(b+a++4 j-1)$ | -2 |
| 1 | -1 | 1 |
| 0 | 1 | 0 |
| -1 | 1 | 1 |
| -2 | $\frac{1}{2}(b+a+4 j-1)$ | 2 |
| -3 | $\frac{1}{2}(3 a+b+8 j-2)$ | $\frac{1}{2}(3 b+a+8 j-2)$ |
| -4 | $\begin{aligned} & \frac{1}{2}(b+a+4 j+1)(b+a+4 j-3) \\ & \quad-\frac{1}{2}(b-a+3)(b-a-3) \end{aligned}$ | $2(b+a+4 j-1)$ |
| -5 | $\begin{gathered} (b+a+4 j-4)^{2}-\frac{1}{4}(b-a-4)^{2} \\ -\frac{1}{2}(b+a+4 j-4)(b-a-4) \\ +4(b+a+4 j-4)-\frac{7}{2}(b-a-4) \end{gathered}$ | $\begin{gathered} (b+a+4 j-4)^{2}-\frac{1}{4}(b-a-4)^{2} \\ +\frac{1}{2}(b+a+4 j-4)(b-a-4) \\ +8(b+a+4 j-4)-\frac{1}{2}(b-a-4) \\ +12 \end{gathered}$ |

Many authors [3, 8, 27] obtained several transformations formulas involving hypergeometric functions as well as their multi-variables analogues by using the so-called Beta integral method. The beta function $B(\alpha, \beta)$ is defined by the following integral representation:
(1.4) $B(\alpha, \beta)=\frac{\Gamma(\alpha) \Gamma(\beta)}{\Gamma(\alpha+\beta)}=\int_{0}^{1} t^{\alpha-1}(1-t)^{\beta-1} d t \quad(\operatorname{Re}(\alpha)>0, \operatorname{Re}(\beta)>0)$.

TABLE 2

| $\ell$ | $E_{\ell}$ | $F_{\ell}$ |
| :---: | :---: | :---: |
| 5 | $\begin{gathered} -(b+a+4 j+8)^{2}+\frac{1}{4}(b-a+6)^{2} \\ +\frac{1}{2}(b-a+6)(b+a+4 j+8) \\ +11(b+a+4 j+8) \\ -\frac{13}{2}(b-a+6)-20 \end{gathered}$ | $\begin{gathered} (b+a+4 j+8)^{2}-\frac{1}{4}(b-a+6)^{2} \\ +\frac{1}{2}(b-a+6)(b+a+4 j+8) \\ -17(b+a+4 j+8) \\ -\frac{1}{2}(b-a+6)+62 \end{gathered}$ |
| 4 | $\begin{aligned} & \frac{1}{2}(b+a+4 j+3)(b+a+4 j-1) \\ & \quad-\frac{1}{2}(b-a+3)(b-a-3) \end{aligned}$ | $-2(b+a+4 j+1)$ |
| 3 | $-\frac{1}{2}(3 a+b+8 j+2)$ | $\frac{1}{2}(3 b+a+8 j+2)$ |
| 2 | $\frac{1}{2}(b+a+4 j+1)$ | -2 |
| 1 | -1 | 1 |
| 0 | 1 | 0 |
| -1 | 1 | 1 |
| -2 | $\frac{1}{2}(b+a+4 j+1)$ | 2 |
| -3 | $\frac{1}{2}(3 a+b+8 j+2)$ | $\frac{1}{2}(3 b+a+8 j+2)$ |
| -4 | $\begin{gathered} \frac{1}{2}(b+a++4 j+3)(b+a+4 j-1) \\ -\frac{1}{4}(b-a+3)(b-a-3) \end{gathered}$ | $2(b+a+4 j+1)$ |
| -5 | $\begin{gathered} (b+a+4 j-2)^{2}-\frac{1}{4}(b-a-4)^{2} \\ -\frac{1}{2}(b+a+4 j-2)(b-a-4) \\ +4(b+a+4 j-2)-\frac{7}{2}(b-a-4) \end{gathered}$ | $\begin{gathered} (b+a+4 j-2)^{2}-\frac{1}{4}(b-a-4)^{2} \\ +\frac{1}{2}(b+a+4 j-2)(b-a-4) \\ +8(b+a+4 j-2)-\frac{1}{2}(b-a-4) \\ +12 \end{gathered}$ |

By making use of this method in conjunction with formula (1.3), Choi et al. [3] obtained a generalization of a result due to Krattenthaler and Rao [8].

In this paper, we present a generalization of the result obtained by Choi et al. [3] by using fractional calculus technique. In Section 2, we give the representation of the fractional derivatives based on the Pochhammer's contour of integration. Section 3 is devoted to the proof of the main result and to the presentation of some special cases.

## 2. Pochhammer contour integral representation for fractional derivative and a new generalized Leibniz rule

The use of contour of integration in the complex plane provides a very powerful tool in both classical and fractional calculus. The most familiar representation for fractional derivative of order $\alpha$ of $z^{p} f(z)$ is the Riemann-Liouville integral $[4,6,11,18]$ that is

$$
\begin{equation*}
D_{z}^{\alpha} z^{p} f(z)=\frac{1}{\Gamma(-\alpha)} \int_{0}^{z} f(\xi) \xi^{p}(\xi-z)^{-\alpha-1} d \xi \tag{2.1}
\end{equation*}
$$

which is valid for $\operatorname{Re}(\alpha)<0, \operatorname{Re}(p)>1$ and where the integration is done along a straight line from 0 to $z$ in the $\xi$-plane. By integrating by part $m$ times, we obtain

$$
\begin{equation*}
D_{z}^{\alpha} z^{p} f(z)=\frac{d^{m}}{d z^{m}} D_{z}^{\alpha-m} z^{p} f(z) \tag{2.2}
\end{equation*}
$$

This allows to modify the restriction $\operatorname{Re}(\alpha)<0$ to $\operatorname{Re}(\alpha)<m$ [18]. Another used representation for the fractional derivative is the one based on the Cauchy integral formula widely used by Osler [13, 14, 15, 16]. These two representations have been used in many interesting research papers. It appears that the less restrictive representation of fractional derivative according to parameters is the Pochhammer's contour definition introduced in [10, 22] (see also [5, 23, 24, 25, 26]).
It is well known that [12, p. 83, Equation (2.4)]

$$
\begin{equation*}
D_{z}^{\alpha} z^{p}=\frac{\Gamma(1+p)}{\Gamma(1+p-\alpha)} z^{p-\alpha} \quad(\operatorname{Re}(p)>-1) \tag{2.3}
\end{equation*}
$$

but adopting the Pochhammer based representation for the fractional derivative this last restriction reduces to $p$ not a negative integer.

An important thing to mention here is the following relationship

$$
\begin{equation*}
B(\alpha, \beta)=\left.\Gamma(\beta) D_{z}^{-\beta} z^{\alpha-1}\right|_{z=1} \tag{2.4}
\end{equation*}
$$

that exhibits the fact that the beta integral method is, in fact, a special case of the fractional calculus method.

## 3. Main result

In this section, we apply fractional calculus method to the generalization of the Kummer's transformation obtained by Choi et al. (1.3) in order to obtain the new relation more general than the one obtained by means of the beta integral method.

Theorem 3.1. The following generalization of the Choi-Rathie-Srivastava formula [3, p. 1677, Equation (3.2)] holds true:

$$
\begin{align*}
& \sum_{k=0}^{\infty} \frac{(a)_{k}(b)_{k}{ }_{2} F_{1}\left[\begin{array}{c}
\alpha, \gamma-k ; \\
\beta ;
\end{array}\right]}{\left(\frac{1}{2}(a+b+\ell+1)\right)_{k} 2^{k} k!}  \tag{3.1}\\
= & \frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2} a+\frac{1}{2} b+\frac{1}{2} \ell+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} a-\frac{1}{2} b-\frac{1}{2} \ell+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2} a-\frac{1}{2} b+\frac{1}{2}+\frac{1}{2}|\ell|\right)} \\
& \cdot\left[\sum_{j=0}^{\infty} \frac{\left(\frac{1}{2} a\right)_{j}\left(\frac{1}{2} a+\frac{1}{2}\right)_{j}\left(\frac{1}{2} b\right)_{j}\left(\frac{1}{2} b+\frac{1}{2}\right)_{j}\left(\frac{1}{2} \alpha\right)_{j}\left(\frac{1}{2} \alpha+\frac{1}{2}\right)_{j} z^{2 j}{ }_{2} F_{1}\left[\begin{array}{c}
\alpha+2 j, \gamma ; \\
\beta+2 j ;
\end{array}\right]}{\left(\frac{1}{2}\right)_{j}\left(\frac{1}{2} \beta\right)_{j}\left(\frac{1}{2} \beta+\frac{1}{2}\right)_{j}{ }^{j!}}\right] \\
& \cdot\left\{\frac{C_{\ell}}{\Gamma\left(\frac{1}{2} a+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} b+\frac{1}{2} \ell+\frac{1}{2}-\left[\frac{\ell+1}{2}\right]\right)\left(\frac{1}{2} a+\frac{1}{2}\right)_{j}\left(\frac{1}{2} b+\frac{1}{2} \ell+\frac{1}{2}-\left[\frac{\ell+1}{2}\right]\right)_{j}}\right. \\
& -\frac{a b z \alpha}{2 \beta} \sum_{j=0}^{\infty} \frac{\left(\frac{1}{2} a+\frac{1}{2}\right)_{j}\left(\frac{1}{2} a+1\right)_{j}\left(\frac{1}{2} b+\frac{1}{2}\right)_{j}\left(\frac{1}{2} b+1\right)_{j}}{\left(\frac{3}{2}\right)_{j}\left(\frac{1}{2} \beta+\frac{1}{2}\right)_{j}\left(\frac{1}{2} \beta+1\right)_{j} j!} \\
& \cdot\left(\frac{1}{2} \alpha+\frac{1}{2}\right)_{j}\left(\frac{1}{2} \alpha+1\right)_{j} z^{2 j} \cdot{ }_{2} F_{1}\left[\begin{array}{c}
1+\alpha+2 j, \gamma ; \\
1+\beta+2 j ;
\end{array}\right] \\
& \cdot\left\{\frac{E_{\ell}}{\Gamma\left(\frac{1}{2} a+1\right) \Gamma\left(\frac{1}{2} b+\frac{1}{2} \ell+1-\left[\frac{\ell+1}{2}\right]\right)\left(\frac{1}{2} a+1\right)_{j}\left(\frac{1}{2} b+1+\frac{1}{2} \ell-\left[\frac{\ell+1}{2}\right]\right)_{j}}\right. \\
& \left.\left.+\frac{F_{\ell}}{\Gamma\left(\frac{1}{2} a+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} b+\frac{1}{2}+\frac{1}{2} \ell-\left[\frac{\ell}{2}\right]\right)\left(\frac{1}{2} a+\frac{1}{2}\right)_{j}\left(\frac{1}{2} b+\frac{1}{2}+\frac{1}{2} \ell-\left[\frac{\ell}{2}\right]\right)_{j}}\right\}\right] \\
& (|z| \leq 1 ; \ell=0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5),
\end{align*}
$$

for $\beta$ not a negative integer and where $[x]$ denotes the greatest integer less than or equal to $x$ and the coefficients $C_{\ell}, D_{\ell}$ and $E_{\ell}, F_{\ell}$ are, respectively, given in Tables 1 and 2 below.

Proof. Replace $z$ by $-z$ in (1.3), multiply both sides of the resulting identity by $(1-z)^{-\gamma}$ where $\gamma$ is an arbitrary complex numbers and apply the following operator $\frac{\Gamma(\beta)}{\Gamma(\alpha)} z^{1-\beta} D_{z}^{\alpha-\beta} z^{\alpha-1}$ on both sides of the resulting identity by expressing the ${ }_{2} F_{1}$ as series and changing the order of integration and summation (which is justified by the uniform convergence of the series involved) yields the result.

Now let us examine some special cases of formula (3.1). Setting $z=1, l=1$, $a=\frac{1}{2}$ and $b=\frac{3}{2}$ in formula (3.1) and appealing to Gauss summation formula [17], we obtain the result given by Choi et al. in [3, p. 1677, Equation (3.2)].

If we put $l=0, \gamma=1+\alpha-\beta$ and $z=-1$ in (3.1) and appealing to the summation formula due to Kummer [9, p. 134, Entry 1], we obtain, after some simple simplifications, the following interesting special case:

$$
\begin{align*}
& \sum_{k=0}^{\infty} \frac{(a)_{k}(b)_{k}{ }_{2} F_{1}\left[\begin{array}{c}
\alpha, 1+\alpha-\beta-k ; \\
\beta ;
\end{array}\right.}{\left(\frac{1}{2}(a+b+1)\right)_{k} 2^{k} k!}  \tag{3.2}\\
= & \frac{2^{-\alpha}\left\{\Gamma\left(\frac{1}{2}\right)\right\}^{2} \Gamma\left(\frac{1}{2}(a+b+1)\right) \Gamma(\beta){ }_{3} F_{2}\left[\begin{array}{cc}
\frac{1}{2} a, \frac{1}{2} b, \frac{1}{2} \alpha ; & \\
\frac{1}{2}, \beta-\frac{1}{2} \alpha ;
\end{array}\right]}{\Gamma\left(\frac{1}{2} a+\frac{1}{2}\right) \Gamma\left(\beta-\frac{1}{2} \alpha\right) \Gamma\left(\frac{1}{2} b+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} \alpha+\frac{1}{2}\right)} \\
+ & \frac{2^{-\alpha-2} a b \alpha\left\{\Gamma\left(\frac{1}{2}\right)\right\}^{2} \Gamma\left(\frac{1}{2}(a+b+1)\right) \Gamma(\beta)_{3} F_{2}\left[\begin{array}{c}
\frac{1}{2} a+\frac{1}{2}, \\
\frac{3}{2}, \beta+\frac{1}{2}, \frac{1}{2} \alpha+\frac{1}{2} ; \\
\frac{3}{2} \alpha+\frac{1}{2} ;
\end{array}\right]}{\Gamma\left(\frac{1}{2} a+1\right) \Gamma\left(\beta-\frac{1}{2} \alpha+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} b+1\right) \Gamma\left(\frac{1}{2} \alpha+1\right)}
\end{align*}
$$

Putting $z=2, \gamma=0, \beta=2 \alpha, l=0$ in (3.1), assuming that $b$ is an even negative integer and using a result due to [7, Equation (3.8)], the following formula holds true:

$$
\begin{align*}
& \sum_{k=0}^{\infty} \frac{(a)_{k}(b)_{k}{ }_{2} F_{1}\left[\begin{array}{c}
\alpha,-k ; \\
2 \alpha ;
\end{array}\right]}{\left(\frac{1}{2}(a+b+1)\right)_{k} 2^{k} k!}  \tag{3.3}\\
= & \sum_{k=0}^{\infty} \frac{\Gamma(1-\alpha) \Gamma\left(\frac{1}{2}\right) \Gamma\left(-\frac{1}{2} k+\frac{1}{2}\right) \Gamma\left(1-\alpha-\frac{1}{2} k\right)(a)_{k}(b)_{k}}{\left(\frac{1}{2}(a+b+1)\right)_{k}(2 \alpha)_{k} k!} \\
= & \frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2} a+\frac{1}{2} b+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2} a+\frac{1}{2}\right) \Gamma\left(\frac{1}{2} b+\frac{1}{2}\right)}{ }_{4} F_{3}\left[\begin{array}{c}
\frac{1}{2} a, \frac{1}{2} b, \frac{1}{2} \alpha, \frac{1}{2} \alpha+\frac{1}{2} ; \\
\frac{1}{2}, \alpha, \alpha+\frac{1}{2} ;
\end{array}\right] .
\end{align*}
$$
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