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REPRESENTATIONS OF SOLUTIONS

TO PERIODIC CONTINUOUS LINEAR SYSTEM

AND DISCRETE LINEAR SYSTEM

Dohan Kim and Jong Son Shin

Abstract. We give a representation of the component of solutions with
characteristic multiplier 1 in a periodic linear inhomogeneous continuous
system. It follows from this representation that asymptotic behaviors of
the component of solutions to the system and to its associated homo-
geneous system are quite different, though they are similar in the case
where the characteristic multiplier is not 1. Moreover, the representation
is applicable to linear discrete systems with constant coefficients.

1. Introduction and preliminaries

We consider periodic linear inhomogeneous differential equations of the form

d

dt
x(t) = A(t)x(t) + f(t), x(0) = w,(1)

where A(t) is a periodic continuous p×p matrix function with period τ > 0 and
f : R → Cp a τ -periodic continuous function. Here C is the set of all complex
numbers and R the set of all real numbers.

Representations of solutions to the equation (1) have been given in [2, 5, 6].
These reformulate the variation of constants formula into the sum of a τ -
periodic function and an exponential-like function. In particular, the repre-
sentation [6] of the component of solutions with characteristic multiplier µ 6= 1
shows that asymptotic behavior of the component of solutions to the equation
(1) is the sum of asymptotic behavior of the component of some solution to the
homogeneous equation associated with the equation (1) and the τ -periodic so-
lution decided from the equation (1). Roughly speaking, asymptotic behavior
of the component of solutions to the system and to the homogeneous system
associated with the equation (1) are similar (refer to Remark 3.4). However,
it is predicted that in the case where the characteristic multiplier is 1, they
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are not similar. In order to verify this predict, we must give another represen-
tation (Theorem 3.3) of the component of solutions to the equation (1). The
purpose of this paper is to give another representation. The proof is based on
a property (Theorem 2.2) of factorial functions, which is closely related to the
Vandermonde equality. Moreover, we will discuss the same problem for discrete
linear systems.

In order to state our results, we will state shortly some notations and basic
facts used in linear algebra. We set N = {1, 2, . . .}, N0 = {0} ∪ N and Z =
{0,±1,±2, . . .}. For a complex p × p matrix H we denote by σ(H) the set
of all eigenvalues of H and by GH(η) = N((H − ηE)hH (η)) the generalized
eigenspace corresponding to η ∈ σ(H), where E is the unit p × p matrix and
hH(η) the geometric multiplicity of η ∈ σ(H). Qη(H) : Cp → GH(η) stands
for the projection corresponding to the direct sum decomposition

C
p =

⊕

η∈σ(H)

GH(η).

Now, we assume that H is nonsingular, that is, H = eτL, τ > 0 for a
complex p×p matrix L. By the spectral mapping theorem it is easy to see that
σ(H) = eτσ(L) and σµ(L) := {λ ∈ σ(L) | µ = eτλ} 6= ∅ for every µ ∈ σ(H).
Moreover, the following relations hold:

hH(µ) = max{hL(λ) | λ ∈ σµ(L)}, GH(µ) =
⊕

λ∈σµ(L)

GL(λ),

HQλ(L) = Qλ(L)H and Qµ(H) =
∑

λ∈σµ(L)

Qλ(L).

Set

Lk,λ =
τk

k!
(L− λE)k (λ ∈ σ(L)), H[k,µ] =

1

k!µk
(H − µE)k (µ ∈ σ(H))

and define matrix functions as

Yλ(L) =

hL(λ)−1
∑

k=0

BkLk,λ (λ ∈ iωZ ∩ σ(L)),

where ω = 2π/τ and B0 = 1, Bk, k = 1, 2, . . . , are Bernoulli’s numbers (refer
to [4]). For λ ∈ σ(L) and µ = 1 ∈ σ(H) we set

βλ(w, b;L) = τ(L − λE)Qλ(L)w + Yλ(L)Qλ(L)b (λ ∈ iωZ)

and

δ(w, b;H) = (H − E)Q1(H)w +Q1(H)b (µ = 1),

where w, b ∈ Cp.
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2. Factorial functions

To find representations of the component of solutions to periodic continuous
linear systems and to discrete linear systems, some results on factorial functions
are needed. If x ∈ R and k ∈ N0, then we define the well-known factorial
function (x)k as

(x)k =

{

1, (k = 0)
x(x − 1)(x− 2) · · · (x− k + 1) (k ∈ N).

In particular, if x = n is a positive integer, then

(n)k
k!

=

(

n

k

)

:=
n!

k!(n− k)!
, (n)k = 0 (k > n).

Note that
n
∑

i=0

(−1)i
(

n

i

)

=

{

1 (n = 0)
0 (n ≥ 1).

(2)

The equality

n
∑

k=0

(

r

k

)(

s

n− k

)

=

(

r + s

n

)

(n, r, s ∈ Z)(3)

is called the Vandermonde equality (refer to [1]).
The following lemma is closely related to the Vandermonde equality (3).

Lemma 2.1 ([1]). Let x, y ∈ R. Then

(x+ y)n =

n
∑

k=0

(

n

k

)

(x)k(y)n−k =

n
∑

k=0

(

n

k

)

(x)n−k(y)k, n = 0, 1, 2, . . . .

In particular, if m ∈ N and n ∈ N0, then

(x +m)n =

n
∑

k=0

(

n

k

)

(m)k(x)n−k =

m
∑

k=0

(

m

k

)

(n)k(x)n−k.

Theorem 2.2. Let x ∈ R and i ∈ N0. Then

(4)

i
∑

j=0

(−1)j
(

i+ 1

j + 1

)

(x+ j)i = (x− 1)i.

Proof. Using Lemma 2.1 we have

i
∑

j=0

(−1)j
(

i+ 1

j + 1

)

(x+ j)i =

i
∑

j=0

(−1)j
(

i+ 1

j + 1

)

(x− 1 + j + 1)i

=

i
∑

j=0

(−1)j
(

i+ 1

j + 1

) i
∑

k=0

(

i

k

)

(j + 1)k(x− 1)i−k.
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Note that if k ≥ j+2, (j+1)k = 0 holds. Set i∨j = max{i, j}, i∧j = min{i, j}.
Then

i
∑

j=0

(−1)j
(

i+ 1

j + 1

) i
∑

k=0

(

i

k

)

(j + 1)k(x− 1)i−k

=

i
∑

j=0

(−1)j
(

i+ 1

j + 1

) i∧(j+1)
∑

k=0

(

i

k

)

(j + 1)k(x− 1)i−k

=

i
∑

k=0

i
∑

j=(k−1)∨0

(−1)j
(

i+ 1

j + 1

)

(j + 1)k

(

i

k

)

(x− 1)i−k

=

i
∑

k=0

i
∑

j=(k−1)∨0

(−1)j
(

i+ 1

j + 1

)(

j + 1

k

)

(i)k(x− 1)i−k.

Since
(

i+ 1

j + 1

)(

j + 1

k

)

=

(

i+ 1

k

)(

i+ 1− k

j + 1− k

)

,

it yields that

i
∑

k=0

i
∑

j=(k−1)∨0

(−1)j
(

i+ 1

j + 1

)(

j + 1

k

)

(i)k(x− 1)i−k

=

i
∑

k=0

(

i+ 1

k

) i
∑

j=(k−1)∨0

(−1)j
(

i+ 1− k

j + 1− k

)

(i)k(x − 1)i−k.

If k = 0 in the above, then

i
∑

j=0

(−1)j
(

i+ 1− k

j + 1− k

)

(i)k(x− 1)i−k

=

i
∑

j=0

(−1)j
(

i+ 1

j + 1

)

(i)0(x− 1)i =

i+1
∑

m=1

(−1)m−1

(

i+ 1

m

)

(x − 1)i

= −

(

i+1
∑

m=0

(−1)m
(

i+ 1

m

)

− 1

)

(x− 1)i = (x− 1)i,

because of (2). If k ≥ 1, then

i
∑

j=k−1

(−1)j
(

i+ 1− k

j + 1− k

)

=

i+1−k
∑

m=0

(−1)m−1+k

(

i+ 1− k

m

)

= 0.

Therefore, the equality (4) holds. �
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From (4) we have

(5)

i
∑

j=0

(−1)j
(

i+ 1

j + 1

)

x (x+ j)i = (x)i+1.

Corollary 2.3. Let x ∈ R and i ∈ N0. Then

(6)

i
∑

j=0

(−1)j
(

x

i− j

)(

x+ j

j + 1

)

=

(

x

i+ 1

)

.

Proof. If i = 0, then it is obvious. Let i ≥ 1. Then it follows from (5) that

(x)i+1 =
i
∑

j=0

(−1)j
(

i+ 1

j + 1

)

x(x+ j)i

holds. Dividing by (i+ 1)! the both sides of the above relation, we have

(

x

i+ 1

)

=
1

(i+ 1)!

i
∑

j=0

(−1)j
(

i + 1

j + 1

)

x(x + j)i =
i
∑

j=0

(−1)j
(x + j)ix

(j + 1)!(i− j)!
.

If j = i, then (x+ i)ix = (x+ i)i+1; if j < i, then (x+ j)ix = (x+ j)j+1(x)i−j .
Therefore, the equality (6) holds. �

3. The case of periodic continuous linear systems

First, we shall give another representation of the component of solutions of
the equation (1). The solution operators U(t, s) of the homogeneous equation

d

dt
x(t) = A(t)x(t)(7)

is defined as U(t, s)w = u(t; s, w), w ∈ Cp, where u(t; s, w) stands for the
unique solution of the equation (7) with the initial condition u(s) = w ∈
Cp. Since U(τ, 0) is a nonsingular matrix, we can take a matrix A such that
U(τ, 0) = eτA. Thus the representation by Floquet is expressed as follows:
U(t, 0) = P (t)etA, where P (t) is a τ -periodic function. Define the well-known
periodic map V (t), t ∈ R by V (t) = U(t + τ, t). Set Qµ(t) = Qµ(V (t)), t ∈ R

and

R1(t) = P (t)
∑

λ∈σ1(A)

etλQλ(A),

where σ1(A) = {λ ∈ σ(A) | 1 = eτλ}. Then R1(t) is τ -periodic and R1(nτ) =
R1(0) = Q1(0), n ∈ Z.

The two lemmas below are concerned with representations of solutions to
the equations (7) and (1).
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Lemma 3.1 ([6]). Let µ = 1 ∈ σ(V (0)). Then

U(t, 0)Q1(0) = R1(t)

hV (0)(1)−1
∑

k=0

(

t

τ

)

k

V (0)[k,1]Q1(0).

Set

bf =

∫ τ

0

U(τ, s)f(s)ds and δ(w, bf ) := δ(w, bf ;V (0)).

Lemma 3.2 ([6]). Let µ = 1 ∈ σ(V (0)). Then the component Q1(t)x(t) of

solutions x(t) of the equation (1) satisfying the initial condition x(0) = w is

expressed by

Q1(t)x(t) = R1(t)

hV (0)(1)−1
∑

k=0

(

t

τ

)

k+1

1

(k + 1)!
(V (0)− E)kδ(w, bf )(8)

+R1(t)Q1(0)w + h1(t, f) (t ∈ R),

where h1(t, f) is a τ-periodic continuous function.

We are now in a position to state a main theorem in this paper.

Theorem 3.3. Let µ = 1 ∈ σ(V (0)). Then the component Q1(t)x(t) of so-

lutions x(t) of the equation (1) satisfying the initial condition x(0) = w is

expressed by

Q1(t)x(t) = U(t, 0)





hV (0)(1)−1
∑

k=0

(

−
t

τ

)

k+1

(−1)

(k + 1)!
(V (0)− E)kδ(w, bf )



(9)

+R1(t)Q1(0)w + h1(t, f) (t ∈ R).

Proof. In view of (8), it suffices to prove the following equality

U(t, 0)

hV (0)(1)−1
∑

k=0

(

−
t

τ

)

k+1

(−1)

(k + 1)!
(V (0)− E)kQ1(0)(10)

= R1(t)

hV (0)(1)−1
∑

k=0

(

t

τ

)

k+1

1

(k + 1)!
(V (0)− E)kQ1(0).

Put h(1) = hV (0)(1). Since Lemma 3.1 implies that

U(t, 0)Q1(0) = R1(t)

h(1)−1
∑

k=0

(

t

τ

)

k

1

k!
(V (0)− E)kQ1(0),

the left side of (10) may be rewritten as

U(t, 0)

h(1)−1
∑

k=0

(

−
t

τ

)

k+1

(−1)

(k + 1)!
(V (0)− E)kQ1(0)
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=



R1(t)

h(1)−1
∑

k=0

(

t

τ

)

k

1

k!
(V (0)− E)k





×





h(1)−1
∑

j=0

(

−
t

τ

)

j+1

(−1)

(j + 1)!
(V (0)− E)jQ1(0)



 .

Therefore we have
h(1)−1
∑

k=0

(

t

τ

)

k

1

k!
(V (0)− E)k

h(1)−1
∑

j=0

(

−
t

τ

)

j+1

1

(j + 1)!
(V (0)− E)jQ1(0)

=

h(1)−1
∑

k=0

h(1)−1
∑

j=0

1

k!(j + 1)!

(

t

τ

)

k

(

−
t

τ

)

j+1

(V (0)− E)k+jQ1(0)

=

h(1)−1
∑

j=0

h(1)−1
∑

k=0

1

k!(j + 1)!

(

t

τ

)

k

(

−
t

τ

)

j+1

(V (0)− E)k+jQ1(0)

=

h(1)−1
∑

j=0

j+h(1)−1
∑

i=j

1

(i − j)!(j + 1)!

(

t

τ

)

i−j

(

−
t

τ

)

j+1

(V (0)− E)iQ1(0)

=

h(1)−1
∑

j=0

h(1)−1
∑

i=j

1

(i − j)!(j + 1)!

(

t

τ

)

i−j

(

−
t

τ

)

j+1

(V (0)− E)iQ1(0)

=

h(1)−1
∑

i=0

i
∑

j=0

1

(i− j)!(j + 1)!

(

t

τ

)

i−j

(

−
t

τ

)

j+1

(V (0)− E)iQ1(0).

Using the equality

−

(

t

τ

)

i−j

(

−
t

τ

)

j+1

= (−1)j
t

τ

(

t

τ
+ j

)

i

and the equality (5), we obtain

−

h(1)−1
∑

i=0

i
∑

j=0

1

(i− j)!(j + 1)!

(

t

τ

)

i−j

(

−
t

τ

)

j+1

(V (0)− E)iQ1(0)

=

h(1)−1
∑

i=0

i
∑

j=0

(−1)j
1

(i− j)!(j + 1)!

t

τ

(

t

τ
+ j

)

i

(V (0)− E)iQ1(0)

=

h(1)−1
∑

i=0





t

τ

i
∑

j=0

(−1)j
(

i+ 1

j + 1

)(

t

τ
+ j

)

i





1

(i + 1)!
(V (0)− E)iQ1(0)

=

h(1)−1
∑

i=0

(

t

τ

)

i+1

1

(i+ 1)!
(V (0)− E)iQ1(0),
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which proves the theorem. �

Remark 3.4. Note that a representation of the component solution Qµ(t)x(t)
for µ(6= 1) ∈ σ(V (0)) to the equation (1) is given by

Qµ(t)x(t) = U(t, 0)



Qµ(0)w −

hV (0)(µ)−1
∑

k=0

1

(1− µ)k+1
(V (0)− µE)kQµ(0)bf





+ hµ(t, bf ),

where hµ(t, bf ) is a τ -periodic solution of the equation (1) in GV (t)(µ) (refer
to [6]). This shows that asymptotic behaviors of the component of solutions to
the equation (1) and to its associated homogeneous equation is similar. How-
ever, the representation (9) of the component of solutions with characteristic
multiplier 1 shows that they are quite different.

Corollary 3.5. If hV (0)(1) = 1 in Theorem 3.3, then (9) becomes

Q1(t)x(t) = U(t, 0)

(

t

τ
δ(w, bf ) +Q1(0)w

)

+ h1(t, f) (t ∈ R).

Next, we consider the special case where A(t) = A, a constant matrix, in
the equation (1), that is,

d

dt
x(t) = Ax(t) + f(t), x(0) = w.(11)

Then the solution operator is given by U(t, s) = e(t−s)A for all t, s ∈ R. Put

βλ(w, bf ) := βλ(w, bf ;A) (λ ∈ iωZ).

Lemma 3.6 ([6]). Let λ ∈ σ1(A). Then

hA(λ)−1
∑

k=0

tk+1 1

k + 1
Ak,λβλ(w, bf ) =

hV (0)(1)−1
∑

k=0

(t)k+1
1

k + 1
V (0)[k,1]Pλδ(w, bf )

for all t ∈ R.

Combining Theorem 3.3 with Lemma 3.6, we have the following result.

Theorem 3.7. Let λ ∈ iωZ. Then the component Pλx(t) of the solution x(t)
of the equation (11) is expressed by

Pλx(t) = etA
hA(λ)−1
∑

k=0

(−1)ktk+1

τ(k + 1)!
(A− λE)kβλ(w, bf ) + eλtPλw + rλ(t, f),

where rλ(t, f) is a τ-periodic continuous function.



REPRESENTATIONS OF SOLUTIONS 941

4. The case of discrete linear systems

Next, we consider linear difference equations of the form

xn+1 = Bxn + b, x0 = w, n ∈ N0,(12)

where B is a complex p× p matrix and b ∈ Cp. Set Qµ = Qµ(B). If B = eτA,
then we define the projection Pλ by Pλ = Qλ(A). The following lemma is
well-known.

Lemma 4.1. Let B be nonsingular and µ ∈ σ(B). Then

(13) BnQµ = µn

hB(µ)−1
∑

k=0

(

n

k

)

µ−k(B − µE)kQµ, n = 0,±1,±2, . . . .

Lemma 4.2 ([6]). Let µ = 1 ∈ σ(B) and n ∈ N0. Then the component

Q1xn(w, b) of the solution xn(w, b) of the equation (12) is expressed by

(14) Q1xn(w, b) =

hB(1)−1
∑

k=0

(

n

k + 1

)

(B − E)kδ(w, b) +Q1w.

The following theorems are discrete versions of Theorem 3.3 and Theorem
3.7.

Theorem 4.3. Let B be nonsingular. The component Q1xn(w, b) of the solu-

tion xn(w, b) of the difference equation (12) is given as

(15) Q1xn(w, b) = Bn

hB(1)−1
∑

k=0

(−1)k
(

n+ k

k + 1

)

(B −E)kδ(w, b) +Q1w (n ∈ Z).

Proof. It suffices to prove the following equality

(16) Bn

hB(1)−1
∑

k=0

(−1)k
(

n+ k

k + 1

)

(B − E)kQ1 =

hB(1)−1
∑

k=0

(

n

k + 1

)

(B − E)kQ1.

Note that there is a τ -periodic continuous linear system x′(t) = A(t)x(t)+ f(t)
with periodic operators V (t) such that V (0) = B and bf = b. We denote by
x(t) the solution of the above equation with the initial condition x(0) = w.
Then (16) is easily derived from (10) with t = nτ and Q1(0) = Q1, because
Q1(nτ) = Q1(0) and R1(nτ) = Q1(0). Therefore, the proof of the theorem is
complete. �

Corollary 4.4. If hB(1) = 1 in Theorem 4.3, then (15) becomes

Q1xn(w, b) = Bnnδ(w, b) +Q1w (n ∈ Z).

The following result is derived from Theorem 3.7.
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Theorem 4.5. Let B = eτA and λ ∈ iωZ. Then the component Pλxn(w, b) of
the solution xn(w, b) of the difference equation (12) is given by

Pλxn(w, b) = enτA
hA(λ)−1
∑

k=0

(−1)kτk

(k + 1)!
nk+1(A− λE)kβλ(w, b) + Pλw (n ∈ Z).
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