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Abstract 
 

In practical wireless systems, the erroneous channel state information (CSI) sometimes 
deteriorates the performance drastically. This paper focuses on robust design of coordinated 
set planning of coordinated multi-point (CoMP) transmission, with respect to the feedback 
delay and link error. The non-ideal channel models involving various uncertainty conditions 
are given. After defining a penalty factor, the robust net ergodic capacity optimization 
problem is derived, whose variables to be optimized are the number of coordinated base 
stations (BSs) and the divided area’s radius. By the maximum minimum criterion, upper and 
lower bounds of the robust capacity are investigated. A practical scheme is proposed to 
determine the optimal number of cooperative BSs. The simulation results indicate that the 
robust design based on maxmin principle is better than other precoding schemes. The gap 
between two bounds gets smaller as transmission power increases. Besides, as the large scale 
fading is higher or the channel is less reliable, the number of the cooperated BSs shall be 
greater.   
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1. Introduction 

Cooperative communications has been proposed as a positive anti-interference scheme 

[1]-[5]. As a key technique in 3GPP LTE-Advanced, Coordinated Multi-Point (CoMP) is the 
most effective method to enhance the performance of the cell-edge user (CEU). Therefore, the 
CoMP technique research is of important significance. 

1.1. Previous Research 
Ever since proposed, CoMP has been paid much attention to. It covers downlink precoding 
design, cell selection, limited feedback codebook design, and robust design and so on. The 
following gives simple summary of the exiting researches. 
  Precoding design of CoMP has been studied in [6]-[7], based on the assumption that local 
channel knowledge is known by the base station (BS). They all choose virtual 
signal-to-interference-plus-noise ratio (SINR) as the objective function, and achieve the 
precoding vector by beamforming (BF) and a generalized zero forcing (ZF) algorithm 
respectively. 

The above precoding is under the perfect channel information (CSI). However, the 
provision of perfect CSI is often a formidable task in wireless systems. A non-ideal channel 
can typically be obtained due to different errors in practice. In order to ensure the network 
performance under non-ideal conditions, robust optimization theory was proposed in [8] and 
[9]. The SINR and minimum mean square error (MMSE) of a single cell downlink 
transmission was studied in [8]. Paper [9] applied the general estimation model assumption 
that error lies in hyper-sphere body and designs a linear precoding matrix through maximizing 
weighted sum-rate and the minimum rate under the worst conditions individually. 

There are usually two strategies in cooperation set selection. Previous researches mainly 
focused on cooperation set selection based on receiving state (e.g., outage probability, the 
average signal-to-noise ratio or the receiving power), whose disadvantage includes: (1) it may 
lead to frequent switch of coordination set; (2) it may cause interference, e.g., selecting 
further BS to coordinate will influence neighboring cell; (3) the reliability may be affected, 
e.g., the delay of further BS is quite large; (4) outage may occur due to load unbalancing, i.e., 
the busy BS participates in the coordination set. In addition, there are three ways for CoMP 
collaboration set selection [11]-[15]. 

Static collaboration selects several fixed base stations to cooperate according to certain 
criteria. Although this approach is simple, if the cooperated set for users at different locations 
is the same, it may not be able to eliminate the interference effectively. Dynamic collaboration 
is to select the base station dynamically based on the feedback. Although this method can 
maximize the elimination of the inter-cell interference, the complexity increases rapidly at the 
same time. Therefore, there is a compromise between the semi-dynamic cooperation 
combining static collaboration and dynamic collaboration. In such a way, one large static 
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cooperating set is predetermined, and the users select base stations involved in the set 
according to the criteria dynamically. 
    How to set predetermined set is a problem of semi-dynamic collaboration. The system 
tends to be more complicated if the set is too big. If the set is too small, the system is 
tantamount to static collaboration. 

  For the above reasons, this paper provided and investigated region-partitioning problem 
of coordinated multi-point transmission based on the semi-dynamic cooperation idea and 
MBSFN regional planning. The problems are in different regions of the cell whether the user 
should open the CoMP working mode or not and how to select cooperation set. Of course, the 
core work of region-partitioning problem is involved in the user’s location information, 
channel information, SINR and so on. 

1.2. Outlines of the paper 
Based on the ideas mentioned above, robust design of coordinated set planning considering the 
feedback delay and link error will be provided and studied in this paper. The main 
contributions of this paper can be briefly summarized as follows: 

(1) Taking hardware complexity and bit overhead of CoMP into account, a penalty factor is 
introduced to express the equivalent capacity loss. We propose the robust net ergodic 
capacity optimization problem with penalty factor, whose optimization variables are the 
number of the coordinated BSs and the divided area’s radius. 

(2) The upper and lower bounds of the ergodic capacity under robust design are investigated 
by the maximum minimum criteria. 

(3) We propose a practical scheme to determine the optimal number of cooperative BSs 
under the case of each fixed path loss factor based on upper bound of the robust 
capacity. 

  The rest of the paper is organized as follows. In Section II, the various downlink models 
of a coordinated multi-cell multi-user system with different non-ideal cases are introduced, 
and the robust net ergodic capacity optimization problem is proposed. Upper and lower 
bounds of the robust capacity are investigated and a practical scheme is proposed to 
determine the optimal number of cooperative BSs in Section III. In section IV, simulation 
results are shown and analyzed. The paper is concluded in Section V. 

1.3. Notations 
Bold fonts in both lower and upper cases are used to denote vectors and matrices, respectively. 
If not explicitly stated, the dimensions will be clear from the context. I  is the identity matrix 
and 0  is the zero-matrix. The trace of a matrix is denoted by { }Tr × . 

2
( )× and ( )

F
× denote the 

spectral norm and the Frobenius norm respectively. The conjugate (Hermitian) transpose is 
written as ( )H× . 1( , , )kdiag a aL is a diagonal matrix with elements 1, , ka aL on the main 
diagonal. { }E × is the expectation operator. 
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2. System Model 
This section first gives the various downlink models of a coordinated multi-cell multi-user 
system with different non-ideal cases and then simplifies the models. 

2.1.  Model with delayed feedback link 
A coordinated multi-cell multi-user downlink system is considered, as shown in Fig. 1. This 
system includes M  cooperative cells, each cell including K  users and one base station. To 
simplify the analysis, we still assume that each user only has one antenna and each base station 
is equipped with tN  antennas. 

  Assume that the channel remains unchanged within a single time slot and it is subject to 
flat Rayleigh fading, so the received signal of the user k in the thn channel slots is 

[ ] [ ] [ ] [ ] [ ], ,
1

M

k k m k m m m k
m

n a n n n n
=

= +∑y h w x z ,               (1) 

where, [ ]m nx  represents the transmission data from base station m in the thn time slot; 

[ ] 1tN
m n ×∈w C  means corresponding precoding vector; [ ]k nz  indicates that the additive white 

Gaussian noise at user equipment (UE) k , with [ ]k nz ~ ( )20,σ ICN ; [ ] 1
, ,

tN
k m k ma n ×∈h C  

shows the base station m to the thk user's channel; ,k ma is the path loss and [ ],k m nh  stands for 

the small-scale fading. In order to facilitate the subsequent analysis, these channels are 
mutually independent upon the assumption that the base station antenna distance is large 
enough. 
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Fig. 1. The model of multi-cell cooperation considering feedback delay and error 



1658                 Xu et al.: Self-Updating One-Time Password Mutual Authentication Protocol for Ad Hoc Network 

  Group the UE received signals into a vector and denote transmission signals after 

precoding to arrive at the send antenna port by [ ]( ) [ ]( )1 1[ ] [ ] , , [ ]
TT T

M Mn n n n n =   
x w x w xL , 

then the received signal of the user k can be rewritten as 

 [ ] [ ][ ] [ ]k k kn n n n= +y H x z ,                     (2) 

in which, [ ] [ ] [ ],1 ,1 , ,, ,k k k k M k Mn a n a n =  H h hL . Assuming that the channel [ ]k nH  is well 

modeled as a spatially white Gaussian channel, with entries [ ],k m nh ~ ( )0,ICN , and the 

channels are i.i.d. over different users. The average transmit power of BS is P , so the power 
constraint simplification is 

[ ] [ ]( )tr H
k kn n P≤x x .                         (3) 

  In order to facilitate the numerical analysis, we employ Gaussian Markov stationary 
ergodic block fading channel. Denote the length of one slot by sT , and it remains unchanged 

in a time slot interval. Besides, feedback delay is referred toτ . sDTτ =  indicates that the 

channel information obtained by the transmitting side is delayed D symbol period. The 
channel vector can be rewritten as [18] 

[ ] [ ], , ,[ ] , 1, ,k i k i k in n D n i Mρ= − + =h h e L ,              (4) 

where, the correlation coefficient ρ  is ( )0 d2J fρ π τ=  based on the classic Clerk 
equi-direction scattering model. It is found that ρ  is decided by the product of Doppler shift 
and feedback delay, which is referred to as Doppler delay product. ( )0J ⋅  is the zero-order 
Bessel function. The variance of channel error vector, [ ],k i ne , is 21 ρ−  with the distribution 

[ ],k i ne ~ ( )( )2, 1CN ρ−0 I , which is mutually independent of [ ],k i n D−h . Noteworthy, 0τ =  

corresponds to no feedback delay, i.e. 0, 1D ρ= = , and at the moment CSI is perfectly 
known. 

2.2.  Channel estimation model 
The length of the channel resource block can be divided into the length of the training pilot and 
the length of the transmission data. In the training period, BSs send the orthogonal pilot 
symbol, and users use MMSE or other error estimation methods to estimate channel coefficient. 
Actual channel can be decomposed into the estimated channel vector [ ],

)
k m nh and error vector 

resulted from feedback delay [ ]1
,k m ne , so there is  

[ ] [ ] [ ]1
, , ,k m k m k mn n n= +h h e

)
.                          (5) 

  Suppose that at the beginning of each slot, the user can apply the pilot signal estimation to 
acquire channel information [ ],

)
k m nh . After obtaining the estimated channel state information, 
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each user quantifies channel quality information (CQI) first, and then transmits the limited bits 
through a feedback channel to base station controller.  

2.3.  Channel quantitative model 
For the limited feedback frequency division duplex (FDD) system, we generally choose the 
closest quantized codeword from the unit vector codebook set by the inner product [16] 
measure 

1
arg max H

u ll L
I

≤ ≤
= h c ,                              (6) 

where h is feedback channel, lc is codeword.   

 Similarly, due to the fact that optimal quantization vector is generally unknown, [17] 
proved random vector quantization (RVQ) theoretical analysis can provide a performance 
close to optimal quantization vector. Therefore, in this section only the simplest isotropic 
distribution of the random vector quantization model is considered. [ ],

)
k m nh can be 

decomposed into CQI and channel direction information (CDI). The important criterion to 
measure the channel quantization error is mean square angle distortion. And the quantization 

error is defined as [ ] [ ]( )2
, , ,sin ( , )k m k m k mz n n= ∠ h h

) % , where [ ],k m nh%  is the quantized version of 

[ ],

)
k m nh . 

2.4.   Backhaul link model 
The channel vector needs to be transmitted through the backhaul link from BS to base station 
control (BSC). In addition to link delay, there are link errors, such as bit 0 being misjudged as 
1. This model only takes errors in the link between BS to BSC into consideration. After signals 
from the source node of the relay system passing through a series of relay nodes [19], then 
arriving at the destination node, the receiving signal at the BSC can be expressed as 

[ ] [ ]( ) [ ]CS k BS CSn n n= +h E h z ,                     (7) 

where [ ]BS nh is the receiving information of the UE channel at the BS, 

[ ]CS nz ~ 2( , )CN CSσ0 I .The random error matrix kE  is  related to the random failure of 

backhaul links, as in [19]  

,1 ,( , , )k k k M Kdiag e e= ⊗E IL ,                       (8) 

where ,k me  is identically distributed Bernoulli random variables, and its distribution function 

is ,( 0)k mP e e= = .  
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3. Problem Formulation of the Coordinated Set Planning  
On the principle of cooperative cell clustering in [7] and for single cluster collaboration model, 
a typical double-cell cellular collaboration system composed by seven hexagonal cell is 
considered in this paper. The multi-user downlink model is shown in Fig.2. Referring to 
zoning standard of the traditional relay systems and distributed antenna systems in [21], a 
radius  is first provided to draw the boundaries of CoMP and non-CoMP area. Then, in 
CoMP area we select the cooperative BSs by the principle of proximity, and the boundary is 
divided by connection line between base stations. 

  Due to cellular system with good symmetry and assuming all users and base stations are 
uniformly distributed, the approximately equal probability density function for  is 

.                    (9) 

 

Fig. 2. The model of CoMP based on the multi-user scenario 

  Considering the above error models, coordinated set planning issues take the robust 
ergodic capacity for the worst case as optimization objectives, and the mathematical model can 
be expressed as 

           (10) 

where  shows the subscriber capacity located at the region of non-CoMP.  is the 
robust capacity upon max-minimum principle, that is, according to the error model of 
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non-ideal channel, optimize the precoding vector of the worst case to maximum coordinated 
capacity. After RCC  is gotten, coordinated set planning model is discussed as follow. 

Taking hardware complexity and bit overhead of CoMP into account, a penalty factor 
( 1)ξ ξ ≤ is proposed to express the equivalent capacity loss. The robust net ergodic capacity can 

be expressed as 

3/6 N RC2cos
Neterg /6 0

6 ( , ) d ( , ) d d
Rr

r
C f C f C

π
θ

π
rr  θ r ξ rr  θ r θ

−

 
= +  

 
∫ ∫ ∫ .         (11) 

  According to Ref. [10],
0c tM N T

Teξ
−

= , where T  is the coherence time interval, 0T  is 

additional bit overhead and transmission delay interval, cM is the number of the cooperated 

base station.  

  Due to cellular system with good symmetry and assuming all users and base stations are 
uniformly distributed, the ergodic capacity for the user status in all position just requires to 
study a single one-twelfth of the triangle area covered. Removing the constant factor from (11), 
finally the optimization goal can be simplified to 

3/6 /62 N 2 RC2cos
Neterg 0 0 0,

N RC

max d d d d

0 3 / 2
s.t.

,

c

Rr

rr M
C C C

r R
C C

π π
θrr  θ xrr   θ∝ +

 < <



∫ ∫ ∫ ∫
  .      (12) 

4. Analysis of the Coordinated Set Planning based on the Robust 
Capacity  

In this section, we investigate the robust capacity  and analyze upper and lower bounds of 
the robust capacity. Based on upper bound of the robust capacity, we define the cooperative 
gain, and then propose a practical scheme to determine the optimal number of cooperative 
BSs. 

 

4.1. Analysis of robust capacity 
Before transmitting the data in n time slot, we need to describe the channel information in 
detail. According to channel estimate model, quantized model and feedback delay model, 

[ ],
BS
k m nh  gotten by BS is  

[ ] [ ], ,
ˆBS

k m k mn n D= −h h .                            (13) 

  Based on the formulation of [ ],
BS
k m nh and random error model of backhaul link, whose 

noise is negligible, the channel information obtained by controller [ ],
CS
k m nh is  
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[ ] [ ], , ,
CS BS
k m k m k mn e n= ×h I h .                           (14) 

  Apply the above results(13) and (14), the relationship between the final channel 
information for precoding and actual channel information is  

[ ] [ ] [ ]( ) [ ]2 1
, , , , ,

1CS
k m k m k m k m k mn e n n n

ρ
 

= + + 
 

h h e e .             (15) 

where [ ]1
,k m ne  is error vector resulted from feedback delay, [ ]2

,k m ne  contains quantized error 

and estimate error. Denote the small scale fading channel matrix as 

[ ] [ ] [ ] [ ] H

,1 ,2 ,, , ,CS CS CS
k k k k Mn n n n =  H h h h% L  and the large scale fading matrix as 

,1 ,( , , )k k k Mdiag a a=A L . Combine (15) into matrix form 

[ ] [ ] [ ] [ ]1 2
k k k k k kn n n nρ ρ= + +H H E A E E% ,               (16) 

where [ ] [ ] [ ]2 2 2
,1 ,, , ,

H

k k k Mn n n =  E e eL   [ ] [ ] [ ]1 1 1
,1 ,, ,

H

k k k Mn n n =  E e eL . 

  To facilitate the numerical analysis, an analog feedback with prediction is as shown in 
[18]. Typically, for analog feedback with d  step MMSE predictor and the Gauss-Markov 

model, the error variance is ( ) 12 2 2 2
0 0

1 dd l
e l
e ρ e ρ ρ−

=
= + − ∑ , where ρ  is correlation coefficient 

and 0ε is the Kalman filtering mean-square error. 

    According to (16), the received signal at user k  can be rewritten as 

[ ] [ ] [ ] [ ]( ) [ ]1 2 [ ]k k k k k kn n n n n nρ ρ= + + +y E H E E x z% .          (17) 

Furthermore, (17) can be written as 

[ ] [ ] [ ] [ ]( ) [ ]1 2[ ] [ ]k k k k k kn n n n n n nρ ρ = + + + y E H x E E x z% .          (18) 

Let [ ] [ ] [ ]( ) [ ]1 2 [ ]k k k kn n n n nρ= + +Z E E x z .The received signal to interference plus noise ratio 

(SINR) at user k  is thus equal to: 

[ ]
[ ] [ ]( ) [ ]

2

21 2

[ ]
SINR

[ ]

k k F
k

k k k F

n n

n n n n

ρ

ρ
=

+ +

E H x

E E x z

%
 .                (19) 

  When the distributed functions of error and channel are given, NC can be written as 

[ ]
[ ] [ ]( ) [ ]

1 2

2

N
2 2, , 1 2

[ ]
log 1

[ ]k k k k

k k F

k k k F

n n
C E

n n n n

ρ

ρ

 
 = + 
 + + 

E ,H E E

E H x

E E x z

%
 .        (20) 

    We assume that each user feeds back its index to the BS through a zero-delay and 
error-free feedback channel with B bits. Based on robust design on delay and quantization 
case, the precoding matrix [20] is 
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[ ] [ ] [ ] [ ] ( ) [ ]
1

rb rb 2

1 1
1

% % %H H
k, k, k k M k

Pn n n n n
P

b
r δ

−
  +

= + −    −  
W H H I H ,         (21) 

where, [ ] [ ] [ ] ( ) [ ]
21

,rb 2

F

1 1
1

% % %H H
k kk k M kk

Pn P n n n
P

b
r δ

−
  +

= + −    −  
H H I H , 12 t

B
Nδ

−
−= . Then the 

achievable robust ergodic capacity is 

[ ] [ ]( )1 2

2RC
2 ,rb, ,

log 1
k k k k

H
k k F

C E n n= +
E ,H E E

H W  .               (22) 

  According to SINR of the received signal (19), ergodic capacity under robust design can 
be obtained 

{ [
[ ]

[ ] [ ]( ) [ ]
1 2

,rb

2

,rbRC
2, , 1 2

,rb

[ ]
max min log 1

[ ]
k

k k k k

k k k F

k k k k F

n n
C E

n n n n

r

r


= + 
+ + 

H W E E E

E H W

E E W z

%
.       (23) 

  
1 2, ,

min
k k kE E E

is the minimum capacity of the worst channel conditions，and 
,rb

max
kW

 is the 

maximum capacity with precoding in the worst case. Because capacity is positive linear with 
SINR, then the equivalent objective function can also be referred to as 

[ ]
[ ] [ ]( ) [ ]

1 2
,rb

2

2, , 1 2

[ ]
max min

[ ]k k k k

k k k F

k k k F

n n

n n n n

r

r + +W E E E

H A E x

E E x z

%
 .             (24) 

  Even in a single cell downlink transmission, the optimization problem for maxmin SINR 
robust design has no solution mathematically [17]. Here, the upper and lower bounds of the 
above objective function (24) will be given . 

1) Analysis of the lower bound 
At first, taking a relaxation of minimization of inside (24), the resulting lower bound is 

[ ]
[ ] [ ]( )

[ ]

[ ] [ ]( )1 2

1 2

22
,rb,rb

2 2, , 1 2 2 1 2 2
,rb ,rb

,

min [ ][ ]
min

[ ] max [ ]
k

k k k

k k

k k k kk k k k FF

k k k k k kF F

n nn n

n n n n n n

rr

r σ r σ
≥

+ + + +

E

E E E

E E

H A E WH A E W

E E W E E W

%%
 . (25) 

  Because the three error variables are independent, so the lower bound is compact. 
According to the lemma given in literature [9], the equivalent expression is 

[ ] [ ]( )
22

,rb ,rb ,rbmin [ ] [ ] [ ]
k

k k k k k k k kF
n n n n nrrε 

+
= −

E
H A E W H A W W% % ,        (26) 

where, e  is the probability of the link error. Similarly, it is possible to obtain 
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[ ] [ ]( ) ( )
1 2

2 21 2
,rb 1 2 ,rb

,
max [ ] [ ]

k k
k k k kF

n n n nrrεε  + = +
E E

E E W W .           (27) 

  And suppose that the error vector is bounded noise model [22], that is 

[ ] [ ]2 21 2
1 2,k kF F

n ne e≤ ≤E E . Therefore, the problem (27) can be rewritten as 

[ ]( )
( ),rb

2

,rb ,rb

2 2
1 2 ,rb

[ ] [ ]
max

[ ]k

k k k k

k

n n n

n

rε

rεε  σ

+
−

+ +W

H A W W

W

%
.             (28) 

  With the high-order spread spectrum modulation, the probability of the link error e is 

minimal with respect to the channel coefficient. Then [ ] ,rb ,rb[ ] [ ] 0k k k kn n ne− ≥H A W W% , and 

the problem (27) further becomes 

[ ]( )
( ),rb

2

,rb ,rb

2 2
1 2 ,rb

[ ] [ ]
max

[ ]k

k k k k

k

n n n

n

rε

rεε  σ

−

+ +W

H A W W

W

%
.               (29) 

  Obviously, this problem can be converted to semi-definite programming (SDP) problem 
for solving by introducing slack variables. Conversion and solving process is as follows. 

  Introduce slack variablesτ , that is 

[ ]( )
( )

[ ]( ) ( )

2

,rb ,rb

2 2
1 2 ,rb

2 2 2
,rb ,rb 1 2 ,rb

[ ] [ ]

[ ]

[ ] [ ] [ ]

k k k k

k

k k k k k

n n n

n

n n n n

ρ e
τ

ρe e σ

ρ e τ ρe e σ

−
≥

+ +

 ⇒ − ≥ + +  

H A W W

W

H A W W W

%

%

  .     (30) 

Add another slack variableδ , constraints can be converted to 

( )
[ ]

22 2
1 2 ,rb

,rb ,rb

[ ]

[ ] [ ] /

k

k k k k

n

n n n

rεε  σ δ

ε τδ r

 + + ≤


− ≥

W

H A W W%
 .               (31) 

The above constraints satisfy the convex constraints, so equation (31) is second-order cone 
programming (SOCP) problem, the standard form for (31) is 

( ) ( )
[ ]

,rb ,

2 22
,rb 1 2

,rb ,rb

,rb

max

[ ] /

s.t. [ ] [ ] /

[ ]

k

k

k k k k

k

n

n n n

n P

δ
t

δ srεε 

εt δ r

 ≤ − +

 ≤ −


≤

W

W

W H A W

W

%
.             (32) 

  This section gives a binary search algorithm to solve this problem. The concrete steps are 
as follows: 
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    Step 1, Input power, channel coefficients obtained and error parameters; 
    Step 2, Initialize the minimum of SINR threshold (the initial value of the slack variable) 

as ( )min max 2
0, min{ }τ τ ε

+
= = −h%  and 0 minτ τ←  

    Step 3, Repeat: Calculate the precoding matrix with power constraints; if the power 
condition is met, min 0τ τ← ; otherwise max 0τ τ←  and ( )0 min max / 2τ τ τ← + ; until max minτ τ− is 

less than a preset value; 
    Step 4, Output the maximum value of the output SINRk. 

2) Analysis of the upper bound 

Theorem 1 : For any function ( )f x,y , max min ( ) min max ( )f f≤
y yx x

x, y x,y is found.  

Proof :  If 0 0( , ) arg min max ( , )f=
y x

x y x y , and 1 1( , ) arg max min ( , )f=
yx

x y x y , 

1 1 1 1 0 0 0 0( ) min ( ) ( ) max ( ) ( )f f f f f= ≤ ≤ =
y x

x , y x ,y x ,y x,y x ,y .        (33) 

□ 
  Through the minimax inequality conversion [9] , which is proved by theorem 1 , the 

upper bound for the problem (24) can be the 

[ ]
[ ] [ ]( )

[ ]
[ ] [ ]( )1 2 1 2

,rb ,rb

2 2

,rb ,rb

2 2, , , ,1 2 2 1 2 2
,rb ,rb

[ ] [ ]
max min min max

[ ] [ ]k kk k k k k k

k k k k k k k kF F

k k k k k kF F

n n n n

n n n n n n

ρ ρ

ρ σ ρ σ
≤

+ + + +W WE E E E E E

H A E W H A E W

E E W E E W

% %
 . (34) 

Therefore, the upper bound of the problem is 

[ ]
[ ] [ ]( )1 2

,rb

2

,rb

2, , 1 2 2
,rb

[ ]
min max

[ ]kk k k

k k k k F

k k k F

n n

n n n

r

r σ+ +WE E E

H A E W

E E W


.            (35) 

It is easy to know the maximization problem within upper bound can be solved by generalized 
Rayleigh quotient [23],  

[ ]
[ ] [ ]( ),rb

2

,rb

21 2 2
,rb

[ ]
max

[ ]k

k k k k F

k k k F

n n

n n n

r

r σ+ +W

H A E W

E E W

%
.                (36) 

Without considering power constraints and denote [ ] [ ] [ ]1 2,k k k k k k kn n nρ ρ= = +T H A E Q E E% , 

then the optimal precoding vector is  

2[ ] max general eigenvector( , / )opt H H
k k k k kn MPσ⇔ +W T T Q Q I .         (37) 

  The maximum value of the target SINR  is the maximum generalized eigenvalue 
for H

k kT T  relative to 2 /H
k k MPσ+Q Q I . If the power constraint is considered, the power 
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constraint for each base station can be relaxed to the total power constraint, then [ ]opt
k nW  is 

need to be multiplied by a power control factor. 

  After then, the upper bound problem can be simplified as 

( )1 2

2
max

, ,
min , /
k k k

H H
k k k k MPλ σ+

E E E
T T Q Q I .                  (38) 

  That means minimizing the maximum generalized eigenvalue of the relative matrix. This 
matrix is 

( )( ) ( )1/2 1/22 2/ /
H

H H H
k k k k k kMP MPσ σ

− −
+ +Q Q I T T Q Q I .         (39) 

  Due to the optimization eigenvalue problem is more abstract, in order to get a precise 
mathematical expression, a single-user single data stream is considered. Let 

2 /H MPσ= +R qq I , and the problem (38) is converted into 

( )
[ ] [ ]

1 2

2
max

,

1 2
1 2

min , /

s.t. ,
k k

H H

k k

MP

n n

λ s

εε

+

≤ ≤

E E
tt qq I

E E
 .                   (40) 

  According to the relative matrix knowledge [23], 

( ) ( )1 2 1 2

2 1/2 1/2
max max

, ,
min , / min

k k k k

H H HMPλ σ λ − −+ ⇒
E E E E

tt qq I R tt R .             (41) 

  Again apply the eigenvalue nature of the singular matrix, 

( )1 2 1 2

1/2 1/2 1
max

, ,
min min

k k k k

H Hλ − − −=
E E E E

R tt R t R t .                    (42) 

  In order to construct a unitary matrix , the matrix Hqq can be written as 

2

2 2
0= , , , , , ,

0

H

H
M M

 
                
  

q
q qqq u u u u
q q

L L
O

,         (43) 

where, the matrix 2, , , M

 
=  
  

qU u u
q

L  is unitary matrix. Then, 

2
2

2

2

H

MP

MP

MP

σ

σ

σ

 
+ 

 
 
 =
 
 
 
 
  

q

R U U
O

.                   (44) 
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  Inverse matrix 1−R is 

2
2

1
2

2

1

H

MP
MP

MP

σ

σ

σ

−

 
 
 +
 
 

=  
 
 
 
 
  

q

R U U

O

.                   (45) 

Theorem 2 : From(45), there is  

1 2

1
2,

1 2

min
H

H

MP
e e σρe e

− =
+ +

t tt R t .                     (46) 

Proof: 

  Since Ht t is a constant, the objective function (42) can be further written as 

1 2 1 2

1
1

, ,
min min

k k k k

H
H H

H

−
− ⇔

E E E E

t R tt R t t t
t t

.                      (47) 

  Obviously, if 
1 2

1

,
min

H

He e

−t R t
t t

can reach the smallest eigenvalue of the matrix 1−R , you can get 

the optimal solution of the above problem. and the smallest eigenvalues of 1−R  can be seen 

from the formula (45), and it is 2
2

1

MP
σ

+q
. 

  Therefore, only t and q
q

 with the same direction can satisfy the conditions of the 

optimal solution, that is 0α=
tq
t

, and 0 1 2α ρe e≤ + . The problem then is transformed into 

1 2
2, 2

1min

MP
e e σ

+q
.                                (48) 

Clearly, when 1 2ρεε = +q  is maximum which means 0α  is taken to the upper limit, the 

objective function is the minimum. Therefore, the optimal solution is 

 1 2
1 2,k kεε = =

t tE E
t t

. 

The equation(46) is established.                                                □ 
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4.2. The optimal number of cooperative BSs 
The coordinated set planning based on the robust net ergodic capacity is to be considered in a 
theoretical analysis due to that the solution of optimization problem (22) is very difficult. 
Based on the robust capacity above, we select capacity gain as a performance comparison 
indicator. 

  Robust coordinated set planning analysis is not meaningful for the two - tier cell scene. 
According to Wyner model [19], the large scale fading elements of A  is 

/ 2
( , )

/ 2

i j

M i j

i j M
i j

i j M

α

α

−

− −

 − ≤= 
− >

A  ,                       (49) 

where, M is as the dimensions of A , and the scaling factor α  [ ]( )0,1α ∈ is the distance 

between the position of UE and the cell center, normalized to the maximum distance within a 
cell. 

  Specific implementation process of coordinated set planning in this section is as follows: 
（I） Firstly, calculate different non-CoMP capacity N ( )C α according to Eq. (20) withα . 

[ ]
[ ] [ ]( ) [ ]

1 2

2

N
2 2, , 1 2

[ ]
log 1

[ ]k k k k

k k F

k k k F

n n
C E

n n n n

ρ

ρ

 
 = + 
 + + 

E ,H E E

E H x

E E x z

%
.        (50) 

（II） Secondly, calculate the approximate robust capacity RC ( , )C Mα% of different α and   
different number of cooperative BSs M  according to Eq. (23) and (35), e.g. 

{ [
[ ]

[ ] [ ]( )1 2
,rb

2

,rbRC
2, , 1 2 2

,rb

[ ]
( , ) min max log 1

[ ]
k

kk k k

k k k k F

k k k F

n n
C M E

n n n

ρ
α

ρ σ


= + 
+ + 

H WE E E

H A E W

E E W

%
% .     (51) 

（III） Let RC N( , ) ( , )/ ( )G M C M Cα α α= %  represent the cooperative gain. Let 

( , ) ( , )/ ( )M G M f Mτ α α=  represent the gain corresponding to the cooperative gain 

( , )G Mα  relative to the cooperative complexity ( )f M . ( )f M is related to M , for 

example , ( ) 2Mf M = . 

（IV） In the case of each fixedα , the optimum number of cooperative BSs M ∗  can be 
obtained based on maximizing the gain ( , )Mτ α , e.g.  

( , ) ( , 1)M Mτ α τ α∗ ∗≥ −  

and  ( , ) ( , 1)M Mτ α τ α∗ ∗≥ + . 
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5. Simulation Results and Discussion 

In this section, we start with simulation results that compares upper and lower bounds of robust 
capacity and ergodic capacity with SNR of robust precoding and other traditional precoding, 
respectively. Then, the CoMP capacity and non-CoMP capacity with path loss factor are 
simulated. Finally, the optimal number of cooperative BSs with large scale fading factor is 
simulated and analyzed. 

5.1. Simulation scenario and parameter 

The system simulation scenario and parameters are shown as following. 

Table 1. Simulation scenario and parameter 
Scenario value 
Channel model COST231 Hata Model 
Cell Radius 1000m 
standard deviation of shadowing 8dB 
Antenna Gain 10dB 
Carrier frequency 1.9 GHz  
Channel bandwidth 20MHz 
Path loss factor -3.7 

  According to the COST231 Hata model , the path loss model is 

( )( ) ( )[dB] 44.9 6.55lg lg( ) 45.5 35.46 1.1 lg( ) 13.82lg( ) 0.7
1000bs ms c bs ms

dPL h h f h h C= − + + − − + +  

where, ,bs msh h are height of BS’s and MS’s antenna, cf  is carrier frequency, in units of MHz; 

d is the straight distance between the BS and MS, C is a constant; parameters for urban 
macrocell are 32m, 1.5m, 1900MHz, 3 dBbs ms ch h f C= = = = , the correction model of the path 

loss is  

1034.5 35log ( ), 35 mPL d d= + ≥ . 

5.2 Simulation results and discussion 

The upper and lower bounds of robust capacity are changing with the SNR in the two cases, 
which is given in Fig. 3. Upper1, Lower1 corresponding to the case of 1 21, 0.05ρ e e e= = = = , 

and Upper2, Lower2 corresponds to 1 20.9, 0.1ρ e e e= = = = . As can be seen from Fig. 3, the 

upper bound becomes more close to lower bound with the increment of SNR. Hence, the 
analysis of robust capacity given in this paper is reasonable and meaningful. 
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Fig. 3. The upper and lower bound of roubst capacity with SNR for two cases (Nt = 2, M = 2, 
alpha = 0.8) 
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Fig. 4. The capacity of several tradtional precoding and robust precoding with SNR  (Nt = 2, M = 
2, alpha = 0.8) 

  Fig. 4 shows ergodic capacity with SNR of several traditional precoding and robust 
precoding. And, the number of feedback bits is 10, the number of cooperative BSs is 2, and the 
number of antennas of each base station is 2, and feedback delay Doppler product is 0.1. From 
this figure, the robust design based on maxmin principle is better than ZF and MMSE 
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precoding scheme. In addition, we can also observe that when SNR is high, MMSE precoding 
converges to ZF precoding, and this drawback can be overcomed by robust precoding. 
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Fig. 5. The optimal number of coordinated BSs with path loss factor for three cases (Nt = 2,  

SNR = 0) 

  Fig. 5 shows the change curve of the optimal number of cooperative BSs with large scale 
fading factor in three cases. Long dashed line corresponds to the results of the coordinated set 
planning only considering the quantization error corresponding to the case of 10B = . Short 
dashed line corresponds to the coordinated set planning result considering the quantization 
error and feedback delay corresponding to the case of 10B = , 0.9ρ = . Solid line corresponds 

to the coordinated set planning result considering the feedback delay, the quantization error, 
the estimated error and link error corresponding to the case of 10B = , 

0.9ρ = , 1 2 0.1e e e= = = . From this three curves, the greater α , the larger the number of 

cooperative base stations. This is because the largerα , farther away is the user from the cell 
center, and the worse of the channel correlation from the adjacent cell, so the inter-cell 
interference is more obvious, the greater the capacity gain we can obtain CoMP relative to 
non-CoMP mode. Therefore, the number of cooperative base stations increases. When α  is 
the same , the optimal number of cooperative BSs of the case 3 is greater than the case 2, 
which is greater than the case 1. Since more practical channel condition is considered in case 3, 
the cooperative gain is relatively decreased, so that larger numbers of BSs are needed to 
cooperate to maximize the ergodic capacity under case 3. 

6. Conclusion 
CoMP has the potential to realize significant gains in throughput and reliability. In practical 
systems, perfect BSs cooperation or global processing is very difficult, if not impossible, to 
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achieve. This paper has studied robust design of the multi-cell collaborative coordinated set 
planning considering the feedback delay and link error. To solve the tradeoff between the 
advantage and disadvantage of CoMP, a penalty factor was introduced to express the 
equivalent capacity loss. The net ergodic capacity optimization problem, whose optimization 
variables were the number of the coordinated BSs and the dividing-area radius, was derived 
and simplified. By employing the maximum minimum criteria, upper and lower bounds of the 
robust capacity were investigated. And the gap between two bounds gets smaller as 
transmission power increases. Based on upper bound of the robust capacity, we defined the 
cooperative gain, and then have proposed a practical scheme to determine the optimal number 
of cooperative BSs under the case of each fixed path loss factor. 
    The robust design based on maxmin principle is better than BF, ZF and MMSE 
precoding scheme. Besides, in the case that the large scale fading is higher, the greater the 
capacity gain we can obtain CoMP relative to Non CoMP mode and the number of the 
cooperated BSs shall be greater; in the case that the large scale fading is the same and the 
channel is less reliable, the cooperative gain is relatively decreased and larger numbers of BSs 
are needed to cooperate to maximize the ergodic capacity. 
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