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Abstract 

 
Cloud Computing allows application providers seamlessly scaling their services and enables 
users scaling their usage according to their needs. In this paper, using queuing game model, we 
present service scheduling schemes which are used in software as a service (SaaS). The object 
is maximizing the Cloud Computing platform’s (CCP’s) payoff via controlling the service 
requests whether to join or balk, and controlling the value of CCP’s admission fee. Firstly, we 
treat the CCP as one virtual machine (VM) and analyze the optimal queue length with a fixed 
admission fee distribution. If the position number of a new service request is bigger than the 
optimal queue length, it balks. Otherwise, it joins in. Under this scheme, the CCP’s payoff can 
be maximized. Secondly, we extend this achievement to the multiple VMs situation. A big 
difference between single VM and multiple VMs is that the latter one needs to decide which 
VM the service requests turn to for service. We use a corresponding algorithm solve it. 
Simulation results demonstrate the good performance of our schemes. 
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1. Introduction 

Cloud Computing can provide elastic resources which enables application providers 
seamlessly scaling their services. According to Buyya et al., [1] “a Cloud is a type of parallel 
and distributed system consisting of a collection of interconnected and virtualized computers 
that are dynamically provisioned and presented as one or more unified computing resources 
based on service-level agreements established through negotiation between the service 
provider and the consumers”. Also the goal of Cloud Computing is described by Chrysa et al., 
in [2] as “the goal of Cloud Computing is to create a fluid pool of virtual resources across 
computers, servers, and data centers that enable users to access stored data and applications on 
an as-needed basis”. These statements explain how Cloud Computing works. According to the 
services they provided, the service model can be classified as the following three types, 
namely software as a service (SaaS), infrastructure as a service (IaaS), and platform as a 
service (PaaS). 

SaaS belongs to a Service-Oriented Architecture, all the applications run on a Cloud 
Computing platform. Users’ or clients’ do not manage or control the underlying Cloud 
infrastructure including storage space, operating system, and network architecture. They just 
use a thin client device (e.g., smart phone, Tablet PC) which is a thin interface (e.g., web-based 
Brower) to get application services [3]. A hot research point in SaaS is how to scheduling the 
Cloud Computing platform resources among large number of users. In another words, if a 
user’s application service request comes, how to schedule it (including whether or not serves it 
and which Virtual Machine (VM) serves it) in order to maximize the Cloud Computing’s total 
payoff. 

From the above statements, we know that the SaaS working mechanism can be treated as a 
queuing game problem. The main idea of queuing game is how to get equilibrium in the queue. 
The queuing game was firstly introduced by Naor in [4]. The subject of his idea is controlling 
a FCFS M/M/1 system. In his model, the customers react the queue manager who claims a 
constant admission fee by setting a pure strategy which is joining or balking the queue. Under 
this scheme all the customers, queue manager, and social aspect can maximize their payoffs.  

This paper will focus on service scheduling schemes in Cloud Computing. While a new 
service request comes, it will be ranked in CCP’s queue buffer, and then allocated it to a 
certain VM who becomes idle. In this situation, so the service request has to wait for a long 
time to get service since all the VMs are very busy. This is a waste of time. Hence, we design 
that the newly came service request decides whether to join or balk the buffer queue according 
to some factors. We simplify a Cloud Computing architecture into three parts, namely Clients 
or users’ (C), Job Scheduler (JS) and VMs. The working mechanism is that the JS schedules 
the service request generated by Cs among VMs. Then single VM pricing scheme is proposed. 
We treat the Cloud Computing Platform (CCP) as one serving VM, and analyze the optimal 
queue length based on game theory with a fixed admission fee distribution. Using the obtained 
optimal queue length, we get the CCP’s maximized payoff. After solving the single VM 
scheme, we pay attention to the multiple VMs scheme. A primary difference is that the JS 
needs to schedule which VM the service request to turn to for service. We propose an 
algorithm to solve this problem, and the main idea is that assuming the newly arrived service 
request will join in a certain VM’s queue, and then it can be processed using single VM pricing 
scheme. All the possible VMs’ payoffs are collected. Lastly, the service request will turn to the 
certain VM who has the biggest payoff. In another words, the JS needs to schedule the service 
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request to this VM. If no VM can provide a positive payoff, the service request will balk. To 
show the Cloud Computing platform performance under proposed schemes, we give three 
numerical simulations. The first one is analyzing the relationship between the optimal queue 
length and the biggest admission fee, the second one is analyzing the Cloud Computing 
platform’s payoff under different distribution of admission fee, and the third one is analyzing 
the Cloud Computing platform’s payoff under different service time and arrival rate.  

The rest of this paper is organized as follows. Section 2 introduces some related work. 
Problem formulation and corresponding solution are given in Section 3. The numerical 
simulation is done in Section 4. And in Section 5, a conclusion is drawn. 

2. Related Work 
Since the Cloud Computing being proposed, fruitful outcomes are achieved in the research 

area of resource scheduling and allocation. There are mainly two types of work which are 
related to our work. The first one is Service Level Agreement (SLA) which is used a formal 
contract between users and Cloud servers to manage resources. The second on is Resource 
Provisioning which involves the suitable provisioning of Cloud resources (Such as CPU, 
memory, and bandwidth) to make the application to meet its QoS requirements with the 
time-varying workloads. We introduce some related work on these topics in [5-7] and [8-10] 
respectively. Also there are some researches combining these two types, and we showed them 
in [11, 12]. 

In [5], authors researched on the dynamic Cloud resource management. They claimed that 
manual management of Cloud systems is a challenging issue, for it grows bigger and bigger. 
SLA can manage large scale infrastructure management and support multiple dynamic 
requirement. So they introduced a SLA-aware PaaS Cloud platform which is used to manage 
Cloud resource lifecycle. This platform has the following features. It enables Cloud providers 
to deal with higher-level metrics, nearer to end-user perception, and with flexible composition 
of multiple actors’ requirements. And it can dynamically adapt to guarantee the QoS 
requirements. The claimed that their scheme could achieve minimum cost and maximum 
efficiency via simulation considering several realistic workload profiles. 

In [6], authors pointed out that owing to system malfunctions, hard- and software failures, 
changing workload conditions, SLAs in Cloud Computing can be violated. In oder to avoid 
this violation. So the SLA attainment strategies should be flexible and adaptive. Foucsing on 
distributed, heterogeneous, diverse and virtualized world of services, they presented a 
self-manageable SLA architecture to ease interoperable service executions. They  ran a 
general biochemical application in CloudSim to validate the proposed scheme. The outcome 
fulfilled the expected utilization gains. 

In [7], authors claimed that existing hypervisor schedulers might violate customers’ SLAs 
in Cloud Computing, for the schedulers can not control the VM execution sequence and have 
to reduce the consolidation ratio to meet SLAs. So they proposed a system which can achieve 
SLAs while not penalize the consolidation ratio. They used two elements, namely Sage which 
is used as VM admission controller, and Shift which is used as a hypervisor scheduler. Based 
on incoming requests’ patterns, Sage assesses its SLA easily. According to the amount of 
resource allocation and the sequence of VM execution, Shift maintains the admitted SLAs. 
Simulation results showed that their scheme could improve the consolidation ratio up to 66% 
without VM performance degradation 
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In [8], authors analyzed Cloud platforms’ resource provisioning. They concluded that 
current Cloud environments have some challenges, such as live migration, quality of service 
and fault tolerance. Embedding of applications’ and users’ behaviour in the Cloud 
management processes  could be useful for accurate resource provision estimation. So they 
proposed a two-level generic black-box scheme. This scheme can estimates resource attributes 
at a low level using the information at a high level which is related to application terms and it 
predicts the user behaviour. Information of high-level is abstrated through a time series 
analysis, and then being translated to low-level via Artificial Neural Networks. Lastly they 
implemented their scheme in different application scenarios to verify the effectiveness. 

In [9], authors researched on the coordinated resource provisioning and maintenance 
scheduling scheme Cloud environments. They said that a third to a half downtime events are 
caused by lack of proper maintenance. A solving choice is to design an appropriate 
maintenance schedule. So they used joint VM resource provisioning and maintenance 
scheduling strategy to make the revenue be maximized. Firstly, they proposed a resource 
provisioning heuristic. Then they proposed an algorithm to solve the built problem and got its 
upper bound. Simulations resluts demonstrated that proposed heuristic algorithms could work 
effectively to maximize the Cloud revenue. 

In [10], authors analyzed adaptive Cloud resource provisioning using empirical prediction 
models. They stated that a new virtual instance can not be instantaneously initialized. The 
Cloud plateform needs several minutes delay to allocate the hardware resource. So using 
Neural Network and Linear Regression, they proposed prediction-based resource 
measurement and provisioning strategies in order to satisfy upcoming resource demands. 
Simulations resluts showed that proposed technique assures a more adaptive resource 
management. 

In [11], authors pointed out that SLAs could help resources provisioning. But during 
application provisioning, the SLA could be violated easily. And there was no proper solutions. 
So they proposed a framework called low-level metrics to high-level SLA to manage the 
monitoring of low-level resource metrics. Futher maps them to high-level SLAs. Using 
monitored information and SLA violation prevention techniques, this framework provided the 
application deployment mechanism. They tested their scheme in a real Cloud environment and 
the performance was good. 

In [12], considering SLA, authors researched on the resource provisioning problem in 
Multi-Cloud Systems. They used a combinatorial auction-based approach. The aim was 
effectively provising and allocating dynamic resources in the condition of the client requests 
with deadline. Simulations resluts demonstrated that their auction-based approach could be 
effective. 

In all, the above researches work on resource scheduling and allocation in Cloud 
environment. Comparing with them, our work concentrates on the user part. Controlling the 
service requests whether to join or balk and the value of CCP’s admission fee, we maximize 
the CCP’s payoff. 

3. Problem Formulation and Solution 
In this section, we firstly introduce the working mechanism of Clouding Computing and 
formulating the research problem. Then we propose the single VM pricing scheme for 
maximizing the CCP’s payoff. Lastly, we research on the services scheduling and pricing 
scheme in the condition of multiple VMs. 
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3.1 Architecture  

As shown in Fig.1, there are two entities in a Cloud Computing System, namely C and CCP. 
The Cs generate service requests and CCPs solve these request. The CCP can be further 
divided into JS and VMs. The JS takes in charge the service requests scheduling while VMs 
solve the assigned service requests. Upon the above statements, we give the following 
definition. 

CCP

VM VMVMVM ……

C

JS

 
Fig. 1. Structural overview of Cloud Computing System 

 
Definition 1: In a CCP, the service requests generated by clients are allocated by the JS among 
the VMs. Each VM can announce an admission fee in order to maximize its payoff. Each 
service request can decide whether to join or balk. And if it decides to join, it needs to choose 
which VM for service. 

From this definition, we can formulate the research problem which is optimally assign the 
service requests among VMs in the condition of taking into account of the admission fee so as 
to maximize the CCP’s total payoff. Parameters used in our model are as follows. The number 
of VM is ( )N N N +∈ . The Clients’ service arrival rate follows Poisson distribution with 
parameter λ . The service time of Cloud Computing VMs follows exponentially distribution 
with parameter µ ( )λ µ< . So the load level ρ equals to /λ µ . The 'i th [1, ], ( )i M M N +∈ ∈  
client’s benefit from completed service is R , and its cost from staying in the system per unit of 
time is C . The probability of a service joining the 'j th VM is jP .  

3.2 Single VM Pricing Scheme 

In this subsection, we consider the following Scenario. There is only one VM in the CCP. So 
when a service request comes, the JS can only assign it to this VM. Of course this is a 
simplified scheme compared with the traditional one. In this Scenario, we only need to 
research on how the VM announces the admission fee and whether or not the service request 
decide to accept the service under the announced admission fee.  

From the above statements, we can get that this is an M/M/1 queuing game issue. Naor in 
[4] solved this problem under constant admission feeθ . He got that the optimal queue length is 

son , and the corresponding optimal admission fee is θ .  
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Under these parameters, Refael in [13] got the server’s optimal payoffs is soP . 
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In our opinion, it is not suitable for the admission fee being constant. JS schedules the 

queued service request. If a service request comes and finds its rank is near the VM, then it 
should be levied a lower admission fee, for it can obtain service more quickly. Contrary, if the 
service request finds its rank is far from the VM, then it should be levied a higher admission 
fee, for it needs to wait more times to obtain service. So we propose that the admission fee for 
a newly arrived service request at the position k should be ( )kθ which is a non-decreasing 
function. Under this assumption, we will research on the optimal length of the queue and 
VMs’ maximized payoff. 
Theorem 1: In a Single VM Cloud Computing platform, the threshold of a certain service 
request whether to join or balk is: 
 

( ( )) ( ( ))
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o o o
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∈ ∈ −                             (4) 

 
Proof 1: The gain of 'i th service request is equal to 
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µ
+

= − −                                                (5) 

 

Where R is the earn if it is being served by CCP, ( 1)i C
µ
+  is the cost of queue period, and 

( )iθ is the cost charged by CCP. 
If the value of the gain is positive, the service request tends to accept the VM service, and 

join in the VM queue. If this value is zero, whether join or not makes no difference for the 
service request. Lastly, if this value is negative, the service request tends to reject the VM 
service, for it can not make any positive payoff. So the optimal length of the service request 
queue ol  should satisfy the following inequalities.  
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Solving these inequalities, we can get  
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The value queue length should be an integer, and there is one and only one integer in the 

inequalities in (7), so the length of the service request queue ol  can be written as: 
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Theorem 2: In a Single VM Cloud Computing platform, ip , [1, ]oi l∈  represents the probability 
that there are i  service requests in the VM serving queue. The VM’s payoff can be maximized 
according to the proposed admission fee ( )kθ . And the maximized fee is: 
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Proof 2： Following the Theorem 1, the M/M/1 queue model turns to an M/M/1/ ol queue 
mode, the VM’s gain can be written as 
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Where ip , [1, ]oi l∈  is the probability that there are i  service requests in the VM serving 

queue. According to the queue theory, it can be written as: 
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The different distribution of θ  will generate different VMG . We will analyze this 

characteristic in the numerical simulation method in the simulation section. 

3.3 Multiple VMs Scheduling and Pricing Scheme 

In this subsection, we further consider the following Scenario. There are n  VMs in the CCP. 
When a service request comes, the JS schedules this request among VMs. Compared with the 
single VM scheme, the difference is that the service request can not only decide whether to 
join or balk, but also it can decide which VM it wants to turn to in order to get service. We 
assume that the 'j th VM announced admission fee ( , )j kθ for the position k . ( , )j kθ  is 
non-decreasing with the increasing of queue length. 
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From the subsection 3.2, we can get that for a certain VM queue j , the longest length of the 
service request queue should be 

 
, ,
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Also, we can get that when a certain service request comes at the position k , the VM 'j  

payoff the can be written as: 
 

, (1) (2) ... ( )VM j j j jG kθ θ θ= + + +                                            (13) 
 

Then the service request’s joining procedure can be expressed as follows which is also 
shown in Algorithm 1. When a service request comes, it compares the value of his 
position k with every VM’s optimal queue length. If this value is smaller, it stores the 
corresponding VM in the VM set VMS . After comparing, the service request checks its VM 
set VMS . If the VMS is empty, the service request balks. Otherwise, it ranks all the VMs’ payoff 

,VM jG  in VMS . And it chooses the one with maximum ,VM jG for service.  

This algorithm can make a local optimization for the Cloud Computing platform when a 
service request comes. Because of the additive characteristic, we conclude that Cloud 
Computing platform can achieve the final optimal. In other words, this scheme can maximize 
the Cloud Computing platform’s total payoff. 

 
Algorithm 1 the service request joining policy 
For j =1:n 
Calculate the 'j th VM’s optimal queue length ,j ol  
   if ,j ol k<  
      Store the 'j th VM in VMS  
   else 
      Store the 'j th VM in VMS −  
   end if 
end for 
if length ( VMS ) = 0 
   The service request balks 
end if 
for j =1:length ( VMS ) 
   Calculate the 'j th VM’s payoff ,VM jG , and store it in VMG  
end for 

(maximize( ))VMk arg G=  
The service request chooses the 'k th VM, and join its queue 
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4. Numerical Simulation and Analysis 

In this section, some numerical simulations are carried out to show good performance of our 
proposed scheme in CCP. As described in the formal Section, the VMs set the admission fee, 
and the service request decides whether to join or balk to maxmize the CCP’s payoff. So our 
scheme is different from the related ones. We will give a performace evalution in our designed 
Scenarios. 

Three scenarios for performance demonstrating in single VM scheme are designed and 
analayzed by Matlab. The first one is analyzing the relationship between the optimal queue 
length and the biggest admission fee, the second one is analyzing the Cloud Computing 
platform’s payoff under different distribution of admission fee, and the third one is analyzing 
the Cloud Computing platform’s payoff under different service time and arrival rate. In the 
Multiple VMs case, using the outcome of single VM scheme and algorithm 1, the optimal 
payoff can be achieved, so we no not simulate it. For simpleness, we set a small scale Cloud 
network. The common parameters used are shown in Table 1. We can see that there are 5 
servers in CCP with the arrival rate being 4 and the serving rate being 6. The benefit and cost 
of a service request are 10 and 2 respectively. 

 
Table 1. Parameters used 

N λ  µ  R C 
5 4 6 10 2 

 
In the first Scenario, we analyze show the relationship between the optimal queue 

length ol and the maximum admission fee max ( )olθ  in single VM scheme. The value of max ( )olθ is 
set being increasing from 0 to 5 with the step of 0.5. From Fig. 2 we can see that the optimal 
queue length ol  decreases with the increasing of maximum admission fee max ( )olθ . The 
explanation is that if the VM charges an admission fee, each of the service request’s payoff 
will be reduced. So there will be fewer service requests, who has a positive profit, ranking in 
the CCP’ queue buffer. 
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Fig. 2. The relationship between ol and max ( )olθ  
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In the second Scenario, we analyze the Cloud Computing platform’s payoff under different 
distribution of admission fee. As shown in Fig. 3 (b), the admission fee charged by a certain 
VM of its different position follows y = x, y = x^2, y = x^3, y = x^4 respectively. Where x 
represents the position in the VM’s buffer queue, and y represents the corresponding 
admission fee value. Parameters used in this Scenario are shown in Table 1 except the 
maximum admission fee max ( )olθ being 5. From Fig. 3 (a) we can get that the Cloud Computing 
platform’s payoff or gain is strongly affected by the corresponding admission fee’s 
distribution, and the bigger this distribution’s square deviation is, the smaller gain the Cloud 
Computing platform achieves. So we should choose the distribution which has a big square 
deviation as our admission fee distribution. 
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Fig. 3. The Cloud Computing platform’s payoff under different distribution of admission fee 
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Fig. 4. The Cloud Computing platform’s payoff under different service time and arrival rate 
 
In the third Scenario, we analyze the CCP’s payoff under different service time µ and 

arrival rateλ . From Fig. 4 we can get that the increase of service time µ  will decrease the 
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CCP’s payoff. The reason is that increasing the service time will decrease the number of 
service requests being completely served in a unit of time. Also from Fig. 4 we can get that the 
increasing of arrival rateλ  will increase the CCP’s payoff. The reason is that increasing the 
arrival rate will reduce the probability of VM being idle. 

5. Conclusion 
In this paper, service scheduling in Cloud Computing was analyzed using queuing game. We 
aimed at maximizing the Cloud Computing platform’s total payoff via controlling the service 
scheduling strategy. When a user’s service request came, it would decide whether to join or 
balk the queue according to the game theory. We analyzed two Scenarios. The first was that 
the Cloud Computing platform served as a whole using one VM. This VM could announce a 
different admission fee to different position in the queue. Under this condition, we could get 
the optimal queue length. If the position number of a new arrival service request is smaller 
than the optimal queue length, it joins in. Otherwise, it balks. Then we could get the 
maximized payoff of CCP. Further, we extended this achievement to the multiple VMs 
situation. Multiple VMs brought in a new problem which was that the service request needed 
to decide which VM the service requests turning to for service. A solving method was 
proposed using an algorithm, and the main idea of choosing the certain VM who could 
maximize the CCP’s payoff. Three numerical simulations were put forward. The first one 
analyzed the relationship between the optimal queue length and the biggest admission fee, the 
second one analyzed the Cloud Computing platform’s payoff under different distribution of 
admission fee, and the third one analyzed the Cloud Computing platform’s payoff under 
different service time and arrival rate. 

For the future, an aspect that is worth pursuing is the dynamic queue scheme. In the CCP 
part, one can build dynamic models of resource provision and pricing in order to maximize the 
CCP’s payoff. In the user part, one can also consider some more applied models. For example, 
some impatient users who are already in the queue maybe balk it when the service efficiency is 
low. This case also affects the CCP’s profit. 
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