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A Novel Spectrum Access Strategy withv-Retry Policy in
Cognitive Radio Networks: A Queueing-Based Analysis

Yuan Zhao, Shunfu Jin, and Wuyi Yue

Abstract: In cognitive radio networks, the packet transmissions of

the secondary users (SUs) can be interrupted randomly by thpri-

mary users (PUs). That is to say, the PU packets have preempé
priority over the SU packets. In order to enhance the quality of
service (QoS) for the SUs, we propose a spectrum access ségy
with an a-Retry policy. A buffer is deployed for the SU packets. An
interrupted SU packet will return to the buffer with probabi lity «

for later retrial, or leave the system with probability (1 — «). For

mathematical analysis, we build a preemptive priority quewe and
model the spectrum access strategy with am-Retry policy as a
two-dimensional discrete-time Markov chain (DTMC). We giwe the
transition probability matrix of the Markov chain and obtai n the
steady-state distribution. Accordingly, we derive the fomulas for

the blocked rate, the forced dropping rate, the throughput and the
average delay of the SU packets. With numerical results, wehew
the influence of the retrial probability for the strategy pro posed in
this paper on different performance measures. Finally, basd on the
trade-off between different performance measures, we cotrsict a

cost function and optimize the retrial probabilities with r espect to
different system parameters by employing an iterative algothm.

Index Terms: «-Retry policy, cognitive radio networks, discrete-

time Markov chain (DTMC), priority queue, spectrum access $rat-
egy.

I. INTRODUCTION

Generally speaking, cognitive radio networks can be clas-
sified into two categories: A slotted structure and an unslot
ted structure. In the slotted structure, the time axis isdei
into time slots. All PUs and SUs are synchronized at the slot
boundaries. The arrivals and departures of the system users
can occur simultaneously, so the mathematical analysis for
slotted network is more complex. However, wireless network
are more often digital, and slotted models are more accurate
and efficient when designing digital transmitting systemns.

[5], the authors considered a slotted cognitive radio ndtwo

in which the SUs could be selected to send packets by carrier
sense multiple access/collision avoidance (CSMA/CA) veith
request to send/clear to send (RTS/CTS) mechanism. Thiy bui
a three-dimensional Markov chain and obtained some perfor-
mance measures, such as the throughput and the packetidelay.
[6], the authors considered a slotted cognitive radio netywo

in which multiple SUs contended to access wireless channels
They assumed that each SU stochastically determined whethe
or not to access a wireless channel with a fixed probability.

Also, in the literature related to the performance evahrati
of cognitive radio networks, queueing theory is widely usied
[7], the authors built an M/M/1 queue and &Yy G/S/N queue
to evaluate the spectrum access latency of the SUs. In [8], th
authors studied the impact of multiple channels on the taten
of the SUs by using a fluid queueing model.

As stated earlier, for the two types of users in cognitive ra-

Spectrum demand has greatly increased in the last t¢i@ networks, the PUs have higher priority over the SUs. The
decades due to the proliferation of emerging wireless sesvi priority queueing systems which enable the modeling of non-
and products. However, many research studies have shotn itiantical behaviors of different types of customers ar¢ale
the utility of the spectrum is very low under conventionalist for analyzing the performance of users in cognitive radit ne
spectrum access strategies [1]. For example, some of tlee spgorks [9]. In [10], the author proposed a new priority diditip
trum utilization is no more than 6% [2]. In order to bettetiaé called the T-preemptive priority discipline in cognitivaio net-
the spectrum, the Federal Communication Community (FC@prks, and derived the waiting-time distribution of the Stith
has proposed an opportunistic spectrum access strate@h wkn M/G/1 priority queue. In [11], the authors investigathd t
is the basis of cognitive radio networks [3]. expected system delay for the SUs in a multi-channel cagniti

There are two kinds of users in cognitive radio networksadio network with an M/G/1 preemptive repeat priority qingu
namely, primary users (PUs) and secondary users (SUs). Thedel. In[12], the authors proposed a dynamic channel imgndi
SUs can use the licensed spectrum temporally when the spsicategy for cognitive radio networks. By building a digere

trum is not being used by the PUs [4].
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time priority queueing model, they derived the blockingaat
the throughput, the average latency of the SUs and the closed
channel ratio.

Due to the preemptive priority of PUs, the transmission of
an SU packet is possible to be interrupted randomly by a newly
arriving PU packet. Some existing studies assumed thaththe i
terrupted SU packets would definitely return to the queub®ef t
SU packets and would wait for a future transmission [12]].[13
Obviously, this kind of return with probability, i.e., 1 persis-
tent retrial transmission, may cause a greater delay foBthe
packets. On the other hand, some studies assumed that the in-
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terrupted SU packets were forced to leave the system forels packet will interrupt the transmission of the SU packet an
when there were no idle channels [14], [15]. Clearly, in thigccupy the spectrum.
way, the dropping rate for the SU packets is higher. Congider When the transmission of an SU packet is interrupted by a PU
the trade-off between the delay and the dropping rate of the $acket, the interrupted SU packet will either return to thids
packets, the interrupted SU packets will return to the udfe with probability o for later retrial, or give up its transmission
the SU packets with the probability (0 < o < 1). Thisis one and leave the system with probability= 1 — «. We calla as
motivation for our work. the retrial probability in this paper.
In this paper, we propose a spectrum access strategywith When an interrupted SU packet decides to return to the huffer
Retry policy in cognitive radio networks. We set a finite leuff if the buffer is full, the interrupted SU packet will be foxte
for the SU packets. We further suppose that an interrupted &Jeave the system. Otherwise, we assume the interrupted SU
packet would return to the buffer with retrial probabilityfor packet will queue at the end in the buffer. The reason foripyitt
later transmission, and leave the system with probahility=  the interrupted SU packet at the end of the buffer is to guaran
1 — «a. To describe the working principle of the proposed spetee the QoS of delay for the SU packets already waiting in the
trum access strategy and to capture the digital nature oermodsystem.
networks, we build a discrete-time priority queue. By camst Moreover, we assume the interrupted SU packets have prior-
ing a two-dimensional discrete-time Markov chain (DTMC} wity over the newly arriving SU packets. If a new arrival of an
obtain the steady-state distribution of the system. Thende: SU packet and an interruption of an SU packet occur simul-
rive the formulas for different performance measures. Agco taneously, the interrupted SU packet choosing to retureo t
ingly, with numerical results, we show the influence of the réuffer will queue ahead of the newly arriving SU packet in the
trial probability on different performance measures, aadfy buffer. Specially, if there is only one vacancy in the buftbe
the effectiveness of the proposed spectrum access stnattgy interrupted SU packet choosing to return to the buffer wil o
a-Retry policy. Finally, we optimize the retrial probabjlitvith  cupy the only vacancy in the buffer, while the newly arriving
an iterative algorithm. SU packet will be blocked by the system. That is to say, the
The remainder of this paper is organized as follows. A novBU packets have the highest priority and the newly arrivibg S
spectrum access strategy witFRetry policy is proposed in Sec- packets have the lowest priority.
tion Il. The system model and performance analysis are giver\We call the spectrum access strategy mentioned above a spec-
in Section Ill. In Section IV, the formulas for the blockedea trum access strategy with-Retry policy.
the forced dropping rate, the throughput and the averagg/del In order to show this spectrum access strategy more specifi-
of the SU packets are obtained. Moreover, numerical reatdts cally, a slotted time structure is considered. The time &xit-
provided to show the influence of the retrial probability @r-p vided into fixed length intervals called slots, and the stmirtd-

formance measures. In Section V, optimization of the retriaries are numbered by= 1, 2, - - -. We claim that the arrivals of
probability is carried out by employing an iterative algbm. packets can only occur between the intefval.*), and the de-
Finally, conclusions are drawn in Section VI. partures of packets can only occur between the intéowal u).

We further assume the arriving intervals and transmission
times for the packets are independent and identicallyidiged
Il. ANOVEL SPECTRUM ACCESS STRATEGY WITH (i.i.d.) random variables. The arriving intervals of the patk-
AN a-RETRY POLICY ets and the SU packets are supposed to follow geometritet dis
We focus on one spectrum in cognitive radio networks, aftitions with arrival rates; (0 < A1 <1, A1 =1 — A1) and),
suppose this spectrum to be licensed to one PU. It means fiflat A2 < 1, A2 = 1—X3), respectively. The transmission times
only one PU packet or one SU packet can be transmitted on thethe PU packets and the SU packets are assumed to follow ge-
spectrum at one time. The PU packets can use the spectrum Wwhtetrical distributions with transmission raes(0 < p; < 1,
preemptive priority, and the SU packets can opportunigicazin = 1 — p1) andus (0 < p2 < 1, iz = 1 — po), respec-
use the spectrum when the spectrum is not occupied. tively. Without loss of generality, we impose the consttéan
Firstly, it is worth mentioning the following assumptionhd@  a feasible retrial probability &< o < 1. Moreover, the traffic
spectrum sensing of the SUs is perfect, and the SU packets Witensities for the PU packets and the SU packets are defsed a
not interfere the transmissions of the PU packets in any.cage (p1 = A1/p1) andpa (p2 = A2/ p12), respectively.
This assumption is the same as that in [7]. On the arrivahirtst Based on the above assumptions, we depict the spectrum ac-
of an SU packet, if the spectrum is idle and no PU packet ariveess strategy with-Retry policy in Fig. 1.
at the system, the newly arriving SU packet will occupy ttie i
spectrum. Otherwise, this newly arriving SU packet will gae
inpthe buffer and wait for later t)r/ansmisgion. IOObvioustt?iia lll. SYSTEM MODEL AND PERFORMANCE
buffer is full, this newly arriving SU packet will be blockdxy ANALYSIS
the system. In the spectrum access strategy wittRetry policy proposed
On the arrival instant of a PU packet, if the spectrum is idl@) this paper, we regard the spectrum as a server, and the PU
the newly arriving PU packet will occupy this idle spectruin d packets and the SU packets as two classes of customers in
rectly. If the spectrum is occupied by another PU packes, thjueueing theory. The transmission process can be seen as the
newly arriving PU packet will be blocked by the system. Alsaervice for the customers. Then, we can build a preemptive pr
if the spectrum is occupied by an SU packet, this newly argvi ority queueing model.
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@ (3) A is the one-step transition probability vector for the total
B = number of packets changing frobrto 2. That is to say, an SU
3 S| Blocked packet and a PU packet arrive at the system simultaneoualy in
(4,) Join the buffer olofol sl Licensed | Successfully transmitted (4, or,uz)‘ SIOt SO ’AO can be glven as fOHOWS
spectrum ”
5 [ K— Ay = (0,)\1)\2).
5 E (4)D; (1 <i < K +1)isthe one-step transition probability
 Forcedtoleave | Choose o retum (@ Choose to leave (@), sub-matrix for the total number of packets decreasing fiam
(i—1). Thatis to say, a packet departs from and no packet arrives
Fig. 1. Spectrum access strategy with a-Retry policy. at the system.

Wheni = 1, D; is a column vector given as follows

LetL, =i(i =0,1,2,---, K + 1) be the total number of
packets, including SU packets and PU packets, in the system a
the instantt = u™. LetR, = j (j = 0,1) be the spectrum
status at the instamt= u™*. R, is given as follows

D1 = (M Aoz, M dop)'

whereT describes the transpose operator.
Whenl < i < K +1,D; is a2 x 2 square matrix given by

515\2#2 0 )

1, The spectrum is occupied by
( )\1)\2#1 0

R, = a PU packet at the instatit= ut, D; =

0, Otherwise
] ) (5)C; (1 < i < K) is the one-step transition probability sub-
With the assumptions above, we conclude hat, 1., } CON-  auriy for the total number of packets being fixed.afhere are
stitutes a two-dimensional Markov chain. The state spat@®f ¢, cases to be discussed as follows.

Markov chain is given as follows
g (i) Given that the spectrum is occupied by an SU packet in

Q=0,0U{(j4):1<i<K+1,57=0,1} the previous slot and there is no PU packet arrival in the

. ) ) current slot, the SU packet occupying the spectrum is suc-

where statg0, 0) indicates that there is no packet in the sys-  ¢egsfully transmitted and one new SU packet arrives at the
tem; state(s, 0) indicates that the spectrum is occupied by an system; or the SU packet occupying the spectrum is not

SU packet and there até— 1) SU packets in the buffer; state  {ansmitted completely and there is no new SU packet ar-
(i, 1) indicates that the spectrum is occupied by a PU packetand (jyal.

there are(i — 1) SU packets in the buffer. _ (i) Given that the spectrum is occupied by an SU packet in
We defineP as the state transition probability matrix for the the previous slot and there is one PU packet (but no SU
two-dimensional Markov chaifiL., R, }. By ordering the ele- packet) arrival in the current slot, the SU packet occupying
ments of the state spa€efor the Markov chain, we give as a the spectrum is successfully transmitted; or the SU packet
(K +2) x (K + 2) block-structured matrix as follows occupying the spectrum is interrupted by the newly arriv-
Co By Ao ing PU packet and decides to leave the system.
(iii) Given that the spectrum is occupied by a PU packet in the
D C; B, Ay O previous slot and there is one SU packet arrival in the cur-
D, G B2 Ao rent slot, the PU packet occupying the spectrumis success-
P— . . . @ fully transmitted and there is no PU packet arrival.

' ' (iv) Given that the spectrum is occupied by a PU packet in the

Dr-1 Cx-1 Broa Ak previous slot and there is no SU packet arrival in the cur-
O Dy Cx Ex rent slot, the PU packet occupying the spectrum is suc-
cessfully transmitted and there is one PU packet arrival; or
the PU packet occupying the spectrum is not transmitted

Each block inP will be discussed as follows. completely.

(1) Gy is the one-step transition probability for the total num- So, C, can be given as follows
ber of packets being fixed &t That is to say, neither an SU
packet nor a PU packet arrives at the system in a slot.C§o, C - ( A (Aafiz + Aopa)  AM(Aapiz + Aofio@) )
can be given as follows v A1 Aoy Ao( A1 + fin) ’

Dri+1 Fr41

Co = Ao (6)B; (1 <i < K — 1) is the one-step transition probability

(2) By is the one-step transition probability vector for the tot gb-matnx for the total number of packets increasing fricim

number of packets changing fronto 1. That is to say, either (! + 1). There are three cases to be discussed as follows.

an SU packet or a PU packet arrives at the system in a slot. S§) Given that the spectrum is occupied by an SU packet in
B, can be given as follows the previous slot and there is one SU packet (but no PU

- - packet) arrival in the current slot, the SU packet occupying
Bo = (A1 A2, A1 A2). the spectrum is not transmitted completely.
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(i) Given that the spectrum is occupied by an SU packet imhereeis a column vector witli2 K + 3) elements, all of which
the previous slot and there is one PU packet arrival in tlaee equal to 1.
current slot, the SU packet occupying the spectrum is suc-As the dimension of (3) is finite, we can obtain the steady-
cessfully transmitted and one new SU packet arrives at thimte probability vectodI by using a Gaussian elimination
system; or the SU packet occupying the spectrum is imethod with numerical results.
terrupted by the newly arriving PU packet and decides to
leave the system. Moreover, there is one new SU packet
arrival; or the SU packet occupying the spectrum is in—(?V' PERFORMANCE MEI?ESSUURL?I'E AND NUMERICAL
terrupted by the newly arriving PU packet and decides to
return to the buffer. At the same time, there is no new SU We note that the transmissions of the PU packets are inde-
packet arrival. pendent of the SU packets. The transmission process of the PU
(iii) Given that the spectrum is occupied by a PU packet in thEackets can be regarded as a simple pure losing queueindg mode
previous slot and there is one SU packet arrival in the cuwith single server. By referencing the analysis resultstfiar
rent slot, the PU packet occupying the spectrum is sugassical queueing model given in [16], we can evaluateybe s
cessfully transmitted and there is one PU packet arrival; @m performance of the PU packets. For example, the average
the PU packet occupying the spectrum is not transmittdelay of the PU packets is equal to the reciprocal of the trans

completely. mission rate of the PU packets.
So,B; can be given as follows On the other hand, the transmissions of the SU packets will
- - o be affected by the PU packets. The performance measures of
B, = ( Mz M(Azfze+ Azpiz + A2fi2@) ) _ the SU packets will be influenced by different factors, sush a
0 Ao(Arp + fin) the interruptions from the PU packets, the retrial prolighif

(7)A; (1 <i < K — 1) is the one-step transition probabilitythe interrupted SU packets, etc. In this section, we wiliaer
sub-matrix for the total number of packets increasing fictm and evaluate some important performance measures of the SU
(i + 2). Thatis to say, an SU packet occupying the spectrumRgckets mathematically with numerical results.
interrupted by a newly arriving PU packet, and the interedpt
SuU patr:)ket dgcides toyreturn tg the tr))uffer. Meanwhile, onepnéa‘w Performance Measures
SU packet arrives at the system. 39 can be given as follows ~ We define the blocked rateof the SU packets as the number

of newly arriving SU packets that are blocked by the system pe
A; = ( 0 Ardefizer ) ) slot. A newly arriving SU packet will be blocked by the system
0 0 in the following two cases.

(8) Ex is the one-step transition probability sub-matrix for GIVen that the buffer is full, a newly arriving SU packet will
the total number of packets increasing frdito (K -+ 1). The be blocked by_the system Wlt_h two possibilities: (|.) Therais
explanation for this case is similar to that of (6) and (7), B PU packet arrival. (ii) There is no PU packet arrival, but the

can be given as follows packet occupying the spectrum is not trapsmitted compdgtel
B B The blocked rate8; of the SU packets for this case can be given
Ep — MAzfia A1(A2 + Aafiea) as follows
0 Xo(Aipr + i) )7

_ N 3 _ Bi = Aa((M1 + o A)Tr41,0 + (A1 + i1 A)TR+1,1). (4)
(9) F k41 is the one-step transition probability sub-matrix for _ )
the total number of packets being fixed(& -+ 1). The expla- Given that the spectrumis occupied by an SU packet and there

nation for this case is similar to that of (5)—(7). $ox 1 can is only one vacancy in the buffer, a newly arriving SU packet

be given as follows will possibly be blocked by the system if the transmission of
B that SU packet occupying the spectrum is interrupted by dynew

Fropt = ( A (Aapig + fiz) A ) _ arriving PU packet. This interrupted SU packet then decides
A1p1 Az Arpn + return to the buffer and occupies the only remaining vacancy

The blocked rat@, of the SU packets for this case can be given

Up to this point, all of the elements iR have been given.
as follows

The structure of the transition probability matfindicates that 7
the two-dimensional Markov chaifi.,,, R, } is non-periodic, B2 = Aefi2 T pcr. ()
irreducible and positive recurrent [16]. We define the sfead Combining (4) and (5), we give the blocked raie(pack-
state distributionr; ; of the two-dimensional Markov chain asets/slot) of the SU packets as follows

follows

mij = lim P{L, =i, R, = j}. () B =B+ P (6)
Uu—r 00
II We define the forced dropping rajeof the SU packets as the
LetIT = (70,0, 71,0,71,1," * -, TK,0, TK,1, TK+1,0, TK+1,1) pping ray P

number of interrupted SU packets that are forced to leave the
system per slot. These interrupted SU packets decide tmretu
to the buffer, but find the buffer is full, so they have to ledve
{HP —1I, system. Theny (packets/slot) can be given as follows

be the steady-state probability vector. Based on the éqiuitn
equation and the normalization condition, we have

_ 3) )
IIe=1 Y = TK+1,0\ 20 (7)
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0.040

On the other hand, in the spectrum access strategy avith
Retry policy, some interrupted SU packets will give up their
transmissions and leave the system voluntarily. In thitaimse,
we define the number of such SU packets per slot.byhen,x
(packets/slot) can be given as follows

P, =08.K=5

<
[l
o)
<

| — —p,=08.K=7

0.030F

Simulation

0.025F
K+1

KR = Z Wi70A1ﬂ2(1 — Oé). (8)

i=1

0.0201

0.015F

We define the throughp@tof the SU packets as the number
of SU packets that are successfully transmitted over the-spe
trum per slot. An SU packet can be successfully transmifted i
and only if that SU packet is neither blocked by the system at -
the arrival instant, nor leaves the system (voluntary ooeed) 0.000 _
before its transmission is completed successfully. Bagdé)s- '
(8), the throughput (packets/slot) of the SU packets is therefore
given as follows

0.0101

Blocked rate S of the SU packets (packets/slot)

0.0051

01 02 03 04 05 06 07 08 09 1.0
Retrial probability &

Fig. 2. Blocked rate 3 of the SU packets vs. retrial probability «.

=X —0—7—k (©) 0.010 ‘ ‘ ;

. ) . p,=08,K=5

We define the delay of an SU packet as the time period from L -08.K=7

the instant that an SU packet arrives at the system to thannst 00081 |- p2 06 Ko7
A ) =0.6,K =

when the transmission of that SU packet is completed success
fully. In fact, the delay of an SU packet is the sojourn time of
that SU packet.

Let S, be the number of SU packets in the system at the in-
stantt = u*. LetS = lim,_,+ S, be the number of SU packets
in the system under the steady-state condition. We can get th
average valué[S] of S as follows

=0.8
Simulation i

0.006

0.004

Forced dropping rate y of the SU packets (packets/slot)

K+1 0.002F J
E[S] =) iP{5 =i}
K 0'008.0 ).ii 0.£ 03 04 0.‘5 016 017 0i8 0.‘9 1.0
= (K + 1)7TK+1,0 + Z Z'(7Ti7() + 7Ti+1,1)- Retrial probability
=0

Fig. 3. Forced dropping rate ~ of the SU packets vs. retrial probability .

By using Little’s formula [16], the average delayslots) of
the SU packets can be given as follows

E[9] runs, and each run is conducted fox 10° slots. In the follow-
§= 9 (11) ing Figs. 2—6, we will find that the analysis results matchlwel
with those by simulations.

B. Numerical Results Figs. 2-5 demonstrate how the blocked ratethe forced

In numerical results, the parameters are set as followssnl@ropping ratey, the throughput and the average delay of
otherwise stated. The arrival raXe and the traffic intensities, the SU packets change with respect to the retrial probgpbilit
of the SU packets are set as = 0.12 andp, = {0.6,0.8} to From Figs. 2-5, we find that when other parameters are fixed,
compute the different performance measures of the SU mackes the retrial probabilityy increases, the blocked ratg the
In order to show the influence of the Retry policy on the systeforced dropping rate;, the throughpu@ and the average delay
performances, the data set for the retrial probability fgomsed § of the SU packets will increase. The reason is that the larger
asa = {0.0,0.1,0.2,---,0.9,1.0}. In order to evaluate how the retrial probability is, the more SU packets will queu¢hia
the PU affects the performance of the SUs, the transmisaten rbuffer, and the more the SU packets will be blocked by the sys-
of the PU packets is set a5 = 0.2, and the data set for thetem. Also, more interrupted SU packets returning to thedsuff
traffic intensity p; of the PU packets is assumed to be = will be forced to leave the system. This will result in a highe
{0,6,0.8}. Moreover, aiming to ascertain the influence of thblocked rate and a higher forced dropping rate of the SU pack-
buffer capacity of the SUs on the system performance, we s¢$. On the other hand, more SU packets waiting in the buffer
the buffer capacity ak = 5 and K = 7, respectively. will also inevitably make the average delay of the SU packets
We also provide simulation results in order to validate olonger. Moreover, the larger the retrial probability isg tireater
analysis results. We develop simulations with MATLAB. Théhe number of interrupted SU packets returning to the buffir
simulation results are obtained by averaging over 8 indégein be. This will result in more SU packets to be transmitted hso t
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0.11 T T T T . . . . . 90
N a=03
- — —a=0.6
80 * B
0.10 p, =08 * 7 . K=5 |7 a=0.9
* * Simulation

I
(=)
T

0.091

D
(=]
i

/

008"
8
S0k

0.07¢

Throughput 8 of the SU packets (packets/slot)
Average delay J of the SU packets (slots)

p,=08K=5
i ——p2=0A8,K=77
00— 06 k7 300
P, =0. , K=
* Simulation
0030701 02 03 04 05 06 07 08 09 10 % ) ) )
. . . . } . . . . . . .066 0.076 0.086 0.096 0.106
Retrial probability « Throughput & of the SU packets (packets/slot)
Fig. 4. Throughput 6 of the SU packets vs. retrial probability «. Fig. 6. Average delay ¢ vs. throughput 6.
80 i T :
Py = 0.8,K=5 . .. . . . .
— is that as the traffic intensity of the PU packets increadss, i
——pZ:O.S,K:7 p]:0.8 _—

more likely that the spectrum is occupied by a PU packet, then
more SU packets will have to wait in the buffer. As a resuk, th
blocked rate, the forced dropping rate and the average dé¢lay
P =06 -~ — the SU packets will increase. At the same time, the possibili
] for the SU packets being transmitted in a slot is lower. There
fore, the throughput of the SU packets will decrease.
Additionally, when other parameters are fixed, as the traffic
intensityp, of the SU packets increases, the blocked fatehe
forced dropping rate and the average delayof the SU pack-
ets will increase, while the throughput of the SU packetbdeit
crease. The reason is that when the arrival rate of the SUepack

——————— p2:0.6,K:7

\/*
\
\

* Simulation

\
\

IS
(=]

Average delay o of the SU packets (slots)
N
S

w
(=]

| e - is given, a higher traffic intensity of the SU packets willut:én
Mo 01 02 03 04 05 06 07 08 09 10 a lower transmission speed for the SU packets. Therefore mo
Retrial probability @ SU packets will have to wait in the buffer, which will induce

an increase in the blocked rate, the forced dropping ratetend
average delay of the SU packets. Contrarily, the througbput
the SU packets will be lower.

The numerical results presented in Figs. 2-5 clearly shaiv th
m& performance measures such as the blockedralte forced
dropping ratey, the throughpuf and the average delayof the

Fig. 5. Average delay § of the SU packets vs. retrial probability «.

greater the throughput of the SU packets will be.

We also find that when other parameters are fixed, as
buffer capacityK of the SUs increases, the blocked ratand . 4 o
the forceg dro);)ping rate of the SU packets will decrease. The‘SU packets are heavily dependent on the retrial probability
intuitive reason is that when the buffer of the SUs has a iarg%ur proposed s_pectrum access §trategy. _
capacity, it can accommodate a greater number of SU packetéNe allso notlce.t.h.at two special cases can be obtained when
This will induce a decrease in the blocked rate and the forck retrial probabilities are set ton = 0.0 anda = 1.0, re-
dropping rate of the SU packets. On the other hand, as therbufiPectively.
capacity X of the SUs increases, both of the throughppaind  For the special case of = 0.0, the spectrum access strategy
the average delay will increase. This is because as the buffewithout any retrial transmission for the interrupted SU keds
capacity of the SUs increases, there will be more SU packe&n be evaluated. Compared with this kind of spectrum access
joining the system to be transmitted. This will certainigirce Strategy, we see that in the spectrum access strategyawith
an increase in the throughput of the SU packets. Howevere m&etry policy, the throughput of the SU packets improvesisign
SU packets joining and waiting in the system will increase tticantly. However, the blocked rate, the forced dropping eatd
average delay of the SU packets. the average delay of the SU packets increase correspopdingl

Moreover, when other parameters are fixed, as the traffic in-For the special case of = 1.0, the spectrum access strat-
tensity p; of the PU packets increases, the blocked ratéhe egy with1 persistent retrial transmission for the interrupted SU
forced dropping rate and the average delayof the SU pack- packets can be evaluated. Compared with this kind of spactru
ets will increase, while the throughpibf the SU packets will access strategy, we find that in the spectrum access straiidgy
decrease. The reason for the change trends mentioned akeWetry policy, the blocked rate, the forced dropping ratd an
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the average delay of the SU packets are significantly reductsdlows
However, the throughput of the SU packets correspondingly d o = arg min{F(«)} (13)
creases. [0,1]
The behaviors demonstrated in Figs. 4 and 5 are also obsenugre “arg min” stands for the argument of the minimum.
in Fig. 6, which shows the relationship between the throughp Due to the complexity of the cost functidf(«), it is not easy
6 and the average delalyof the SU packets. In this figure, theto obtain the exact solution for the optimal retrial probigpi
traffic intensityp, of the SU packets is set as = 0.8. Withthe «*. For this, we estimate the optimal value of iteratively.
throughput growth direction, the traffic intensjty is declining. Considering the constraint of € [0, 1], we construct a penalty
From Fig. 6, we find that for the lowest traffic intensjty ~function B(«) as follows
of the PU packets, the average delais the shortest and the B
throughpu# is the greatest. On the other hand, when the traffic B(a) = F(a) + 1w(e) (14)
intensityp, of the PU packets is at its highest, the average del@here), > 0 is the penalty factory (o) = 1/a + 1/(1 — a) is
0 is the longest and the throughpiliis the smallest. Moreover, called a penalty term. By referencing a steepest descehbuet

we see that the increases in the buffer capakitgr the retrial [17) we give an iterative algorithm to obtain the optimatia
probabilitya will make the throughput and the average delay propapility as follows.

increase simultaneously. Additionally, we can also obsénat, Step1: Set the initial trial solution for,, € [0,1] with n = 0,

for the same buffer capaciti and the same throughpétof (for examplepg = 0.5).

the SU packets, as the traffic intensity of the PU packets de- _ i OB (a)
creases, the gap between the average délafthe SU packets St€P2: Calculate the new solutian, 1 = a, — 50 ,
for different retrial probabilitiesy will also decrease. It is as- whereg is the step size (for example,= 0.01). aTan

sumed the reason for this that when the traffic intensity ef t@tep?:: Setn = n + 1 and repeat Step 2 ifB(an4+1) —

PU packets is smaller, the possibility for the SU packetadpei B(an)|_> € OF |ani1 — am| > €, wheree is tolerance

interrupted by the PU packets will be lower, the influencehef t (for example¢ = 10~5); otherwise, go to Step 4.
retrial probability on the average delay will also be weaker Step4: Calculatenw(ay). If nw(as) > € go back to Step
the gap between the average delays for different retriddati>- 1 by settingap = an, andn = 1D, whereD is the
ities will be smaller. decline coefficient of the penalty factgr(for example,

D = 0.1); otherwise, go to Step 5.
V. OPTIMIZATION OF THE RETRIAL PROBABILITY Step5: Obtain the optimal value™ = a;, and compute the
corresponding(a™*).

Generally speaking, in cognitive radio networks, the tigfou  In the iterative algorithm mentioned above, the differaiti
put and the average delay of the SU packets are the most imggreration for3(«) can be approximated numerically as follows
tant considerations when designing and optimizing the oktw
As shown in the numerical regults? with rfn incregse of the re- 0B() ~ Bla+6) - B(e)
trial probability, there is an increase in the throughpuhef SU da ©
packets. This is what we hope to see. On the other hand, we algereo is an arbitrary small number (for exampé,= 10~°).
find that as the retrial probability increases, the averadgybf For discussing the convergence of the iterative algorittyn,
the SU packets will become longer. Obviously, this is what weferencing [18], we present a theorem as follows.
do notwantto see. We conclude that the optimal retrial gpdba  Theorem The proposed iterative algorithm is convergent if
ity can be achieved by balancing the throughput and the geerand only if point setiy = {a|B(a) < B(ap)} is bounded. The
delay of the SU packets. iterative algorithm will stop after limited steps of iteira; or for

Taking into account the throughpfiand the average deldy a sequence point sétv,,,n = 0, 1,2, - - -} obtained by using the
of the SU packets, we design a cost functiofa) to obtain the iterative algorithm, any limit point of,,,n = 0,1,2,---} is

(15)

optimal retrial probabilityF'(«)) can be given as follows the stagnation point aB(«).
Proof: Leta* be the limit point of{a,,,n = 0,1,2,---},
Cy which is obtained by using the iterative algorithm.
Fla)=—+ 0% 12 . .
(@) 0 e (12) Itis obvious thaf B(«,,),n = 0,1,2,---} monotonously de-

creases, and,, € Gy.
whereC; andC, are assumed to be the factors to the system COSt, clearly, we denote that

for the throughput of the SU packets and the average delay of

the SU packets, respectively; andC, can be set as needed in 0B(a) 0B(a)

practice. For example, in the networks with throughput giges g(a) = o 9 T glom) = Ao

application, the impact factar; will be set relatively higher.

On the other hand, in the networks with lower tolerance for av In the following, with a proof by contradiction, we validate

erage delay, the impact factés will be set greater. 0B(«)
It is worth mentioning the following assumption: The spec- g = oo

trum sensing of the SUs is assumed to be perfect. So, we do not

take into account the interference to the PU in the costfanct  We firstly supposeg* # 0, and then assume that there is a

From (12), the optimal retrial probability* can be given as point set{«,,, } converging tax*. We also suppose that there is

A=0n

=0.

a=a*
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Table 1. Optimal retrial probability * and minimum cost F(a*). arrival rate), of the SU packets increases, the optimal retrial

probabilitya* will decrease. The reasonis that as the arrival rate

System parameters Optimal retrial probability Minimumtcos

Py o e o F(a*) of the SU packets increases, the possibility for the systeimgb
X=011p1 =06K =5 0.8889 2436791 overflow is higher, and it is more likely that the interrup@&d
ity Sl o T 1935 packets retumning back to the buffer will be refused, hehee t
N — 011 p1 — 08K -7 0.2700 5970879 optimal retrial probability of the SU packets will be set lev
A2 =012p1 =06K =5 0.6663 242.6840
A =012p; =06K =7 0.1126 254.9052

=012p1 =08 K = 5377 280.1174
i; = 8.12 Zi = 8.2 K = ? 8.8246 232.6459 VI. CONCLUSIONS

In this paper, we focused on the interrupted SU packets and
proposed a spectrum access strategy witRetry policy in cog-
another point sefa,,, 11}, and{a,,, +1} converges ta**, too. Nitive radio networks. We assumed the interrupted SU packet

Thatis to say, would return to the buffer with retrial probability. Considering
the priority of the PU packets in the proposed spectrum a&cces
a™ = o, o™t = ™ (v = 00). strategy, we built a preemptive priority retrial queueingdal.

We analyzed the steady-state distribution of the systememod
Because{B(an),n = 0,1,2,-- -} monotonously decreasesyyith a two-dimensional discrete-time Markov chain. Thee, w
moreover, botfa* anda™ are limit points, we have derived the formulas for the blocked rate, the forced drogpi
B(a®) = B(a™) rate, the throughput and the average delay of the SU packets.
' With numerical results, we illustrated that the throughgiut

Note thatg* + 0, then thel SU packets _in the spectrum access strategy wiRetry
policy proposed in this paper is greater than that in the ennv
B(a™ — ¢g*) < B(a™). tional spectrum access strategy without any retrial trassion.

o . ) On the other hand, we also showed that the blocked rate, the
ConsideringB(am, 1) < Blan, — ¢g™) and lettingv —  forced dropping rate and the average delay of the SU packets
oo, we have in the spectrum access strategy witkRetry policy proposed
. N X « in this paper are smaller than that in the conventional spett
< - . : . . o
B(a™) < B(a® — ¢g”) < B(a®) access strategy withpersistent retrial transmission. Moreover,
This conclusion is contradictory t8(a*) = B(a**). Sowe W€ built a cost function and presented an iterative algorith
haveg* = 0, i.e.,a* is the stagnation point d8(c). optimize the retrial probability. .
This completes the proof. O In this paper, we assumed that the SU packets would not in-
In order to show the efficiency of the iterative algorithm, byerfere the transmissions of the PU packets in any case,amd c
settingu; = 0.20, us = 0.15, C; = 13, andC, = 2 as an Sidered one spectrum, which was licensed to one PU. As afutur
example, we demonstrate the optimal retrial probabitityand Work, we will consider the influence of the SU packets on the PU

the corresponding minimum coBY«*) in Table 1. packets by releasing the assumption of perfect spectrusirggn
In Table 1, the estimates for the optimal retrial probapdind Of SUs. We will also consider the system with multiple spec-
the minimum cost are accurate to four decimal places. trums and also the collisions among multiple PUs to evaluate

From Table 1, we see that for the same arrival patef the the system performance.
SU packets and the same traffic intengityof the PU packets,
as the buffer capacit§X’ of the SUs increases, the optimal re- REFERENCES
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