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GROUND STATE SOLUTIONS OF NON-RESONANT

COOPERATIVE ELLIPTIC SYSTEMS

WITH SUPERLINEAR TERMS

Guanwei Chen

Abstract. In this paper, we study the existence of ground state solu-
tions for a class of non-resonant cooperative elliptic systems by a vari-
ant weak linking theorem. Here the classical Ambrosetti-Rabinowitz su-
perquadratic condition is replaced by a general super quadratic condition.

1. Introduction and main result

In this paper, we consider the following cooperative elliptic system

(1.1)





−△u = ξu+ f(x, u, v) in Ω,
−△v = ζv + g(x, u, v) in Ω,
u = v = 0 on ∂Ω,

where Ω is an bounded smooth domain in R
N and ξ, ζ ∈ R. The nonlinear-

ities (f, g) are the gradient of some function, that is, there exists a function
F (x, U) ∈ C1(Ω̄×R

2,R) such that ∇F (x, U) = (f, g), the so-called cooperative
case.

We are interested in the case where σ(A∗) ∩ σ(−△) = ∅ holds, that is, the
non-resonant case. Here,

A∗ =

(
ξ 0
0 ζ

)
, σ(A∗) = {ξ, ζ}

denotes the spectrum of the matrix A∗ and σ(−△) = {λk : k = 1, 2, . . . and
0 < λ1 < λ2 < · · ·} denotes the eigenvalues of the Laplacian on Ω with zero
boundary condition.

Let L1 := −△− ξ and L2 := −△− ζ. We assume
(L1) sup (σ(Li) ∩ (−∞, 0)) < 0 < inf (σ(Li) ∩ (0,∞)) , where i = 1, 2.
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Remark 1.1. Note that assumption (L1) implies that σ(A∗)∩ σ(−△) = ∅ with
λk < ξ < λk+1 and λm < ζ < λm+1 for some positive integers k and m, that
is, the non-resonant case.

Let F̃ (x, U) := 1
2 (∇F (x, U), U)− F (x, U). We assume that

(S1) |∇F (x, U)| = o(|U |) as |U | → 0 uniformly in x.

(S2)
F (x,U)
|U|2 → ∞ as |U | → ∞ uniformly in x.

(S3) F̃ (x, U) > 0 if U 6= 0, F (x, U) ≥ 0 for all (x, U) ∈ Ω× R
2.

(S4) There exist c0, r0 > 0 and σ > max{1, N/2} such that |∇F (x,U)|σ
|U|σ ≤

c0F̃ (x, U) if |U | ≥ r0. Here, | · | and (·, ·) denote, respectively, the usual norm
and inner product in R

2.
In this paper, we study the existence of ground state solutions of (1.1) by a

variant generalized weak linking theorem for strongly indefinite problem devel-
oped by Schechter and Zou [15], that is, nontrivial solutions with least energy
of the action functional of (1.1). Now, our main result reads as follows:

Theorem 1.1. If (L1) and (S1)-(S4) hold, then there exists a ground state

solution of (1.1).

Assume that there exists a constant µ > 2 such that

(1.2) 0 < µF (x, U) ≤ (∇F (x, U), U) , x ∈ Ω\{0},

which is now known as Ambrosetti-Rabinowitz superlinear condition. As we
all know that condition (1.2) will make our proofs more easier. But we use
a more general superquadratic condition. As is shown in next example, our
assumptions are reasonable and there are cases in which the condition (1.2) is
not satisfied.

Example 1.1. Let

F (x, U) = g(x)
(
|U |p + (p− 2)|U |p−ε sin2(|U |ε/ε)

)
,

where p > 2, 0 < ε < p − 2 if N = 1, 2 and 0 < ε < p + N − Np/2 if N ≥ 3
and g(x) > 0 is continuous. Note that

∇F (x, U) = g(x)U

[
(p− 2)(p− ε)|U |p−ε−2 sin2

(
|U |ε

ε

)

+

(
p+ (p− 2) sin

(
2|U |ε

ε

))
|U |p−2

]
.

It is not hard to check that F (x, U) satisfies (S1)-(S4). But it does not satisfy
the condition (1.2).

We should mention that system (1.1) is called resonant if σ(A∗)∩σ(−△) 6= ∅.
If ξ = ζ = λk ∈ σ(−∆), f(x, u, v) = f̄(x, u), g(x, u, v) = ḡ(x, v) and f̄ ≡ ḡ on
Ω̄× R, then (1.1) reduces to the following single elliptic equation

(1.3)

{
−△ u = λku+ f̄(x, u) in Ω,
u = 0 on ∂Ω.
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The authors [5, 16] have considered the strongly resonant single elliptic equation
(1.3) with odd nonlinearities and obtained a finite number of solutions. Li and
Zou [8] investigated (1.3) by using the Morse theory. We should mention that
the some authors [13, 14] have considered the following elliptic systems

(1.4)





−△u+ V (x)u = f(v) in Ω,
−△v + V (x)v = g(u) in Ω,

u, v ∈ H1
0 (Ω),

which can be formulated as a variational problem associated with an indefinite
energy functional to find solutions of such a system under suitable growth
assumptions on f and g. The authors [13, 14] also studied ground states.

The system (1.1) has been studied by many authors under asymptotically
linear or sublinear assumptions on nonlinearities, see [3, 9, 10, 11, 19, 20, 21].
In [3], the variational structure was established and several existence results
were obtained by minimax techniques under a condition which was called non-
quadraticity at infinity. Ma [9] established the existence of infinitely many
solutions for (1.1) with odd nonlinearities by the minimax techniques. Ma [10]
and Zou [21] established the existence and multiplicity of solutions for (1.1) via
the computations of the critical groups and the Morse theory. By using a penal-
ization technique and the Morse theory, Pomponio [11] established the existence
and multiplicity of solutions of (1.1). However, very little is known about the
existence of infinitely many solutions for resonant single elliptic equation and
elliptic systems (both cooperative and noncooperative). Zou [19] considered
(1.1) and, by using the methods used in [5], obtained infinitely many solutions
under the oddness and boundedness assumptions on the nonlinearities. Zou [20]
proved that (1.1) has infinitely many solutions under the oddness assumption
and some growth assumptions near U = 0. Recently, if F (x, U) is even in U ,
Chen and Ma [1] obtained the existence of infinitely many solutions for (1.1)
with sublinear or superlinear terms by using two variant fountain theorems.
In the whole space R

N , Chen and Ma [2] obtained the existence of nontriv-
ial homoclinic solutions for (1.1) with Ω = R

N . For related topics, including
noncooperative elliptic systems, we refer the readers to [4, 6, 7, 12, 17, 22] and
references cited therein.

The rest of the present paper is organized as follows. In Section 2, we give
some preliminary lemmas, which are useful in the proof of our main result. In
Section 3, we give the detailed proof of our main result.

2. Preliminaries

Here and in what follows, we use ‖ ·‖p to denote the norm of Lp(Ω)×Lp(Ω),
p ≥ 1. Let E := H1

0 (Ω) and W := H1
0 (Ω) ×H1

0 (Ω), where H1
0 (Ω) is the usual

Sobolev space with the norm ‖ · ‖E generated by the inner product

〈u, v〉E =

∫

Ω

∇u∇vdx, u, v ∈ H1
0 (Ω).
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Then for U = (u1, u2) and V = (v1, v2) in W , the induced inner product and
norm on W are given, respectively, by

〈U, V 〉W = 〈u1, v1〉E + 〈u2, v2〉E and ‖U‖2W = ‖u1‖
2
E + ‖u2‖

2
E .

Let ~e1 := (1, 0) and ~e2 := (0, 1), then A∗~e1 = ξ~e1 and A∗~e2 = ζ~e2 and
~e1 · ~e2 = 0, |~e1| = |~e2| = 1. For any α ∈ R, let H+

α , H−
α , H0

α be the subspaces
of H1

0 (Ω), where the quadratic form u → ‖u‖2 − α‖u‖22 is positive definite,
negative definite and zero, respectively. Let

W 0 := H0
ξ ×H0

ζ , W+ := H+
ξ ×H+

ζ and W− := H−
ξ ×H−

ζ .

Obviously, (L1) implies W 0 = {(0, 0)}.
Let

A1 := id− ξ(−△)−1 and A2 := id− ζ(−△)−1,

where id denotes the identity from H1
0 (Ω) to H1

0 (Ω). We introduce an operator
A = (A1, A2):

A : W → W, which is defined byAU =(A1u1, A2u2) for any U = (u1, u2) ∈ W.

Then A is a bounded self-adjoint operator from W to W . The spaceW splits as
W = W−⊕W+, where W− and W+ are invariant under A, A|W− is negative,
and A|W+ is positive definite. More precisely, there exists a positive constant
C0 such that

±〈AU±, U±〉W ≥ C0‖U
±‖2W , ∀U± ∈ W±.

Here and in what follows, for any U ∈ W, we always denote by U+ and U− the
vectors in W with U = U− + U+, U± ∈ W±. We know that dimW− is finite.

For problem (1.1), we consider the following functional:

Φ(U) =
1

2
〈AU,U〉W −

∫

Ω

F̃ (x, U)dx, U = (u1, u2) ∈ W,

where F̃ (x, s, t) = F (x, s~e1 + t~e2) = F (x, s, t). Now, we define an equivalent
inner product 〈·, ·〉 and the corresponding norm ‖ · ‖ on W given, respectively,
by

(2.1) 〈U, V 〉 = 〈AU+, V +〉W − 〈AU−, V −〉W and ‖U‖ = 〈U,U〉
1
2 ,

where U±, V ± ∈ W±. Therefore, Φ can be rewritten as

(2.2) Φ(U) =
1

2
‖U+‖2 −

1

2
‖U−‖2 −

∫

Ω

F (x, U)dx.

By our assumptions, it is easy to see that for any U, V ∈ W,

Φ′(U)V = 〈U+, V +〉 − 〈U−, V −〉 −

∫

Ω

(∇F (x, U), V ) dx,

and, by the discussion of [3], the (weak) solutions of system (1.1) are the critical
points of the C1 functional Φ : W → R.

The following abstract critical point theorem plays an important role in
proving our main result. Let W be a Hilbert space with norm ‖ · ‖ and have
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an orthogonal decomposition W = N ⊕N⊥, N ⊂ W is a closed and separable
subspace. There exists norm |V |ω satisfies |V |ω ≤ ‖V ‖ for all V ∈ N and
induces an topology equivalent to the weak topology of N on bounded subset
of N . For U = V + Z ∈ W = N ⊕ N⊥ with V ∈ N, Z ∈ N⊥, we define
|U |2ω = |V |2ω + ‖Z‖2. Particularly, if (Un = Vn + Zn) is ‖ · ‖-bounded and

Un
|·|ω
→ U, then Vn ⇀ V weakly in N, Zn → Z strongly in N⊥, Un ⇀ V + Z

weakly in W (cf. [15]).
Let W = W− ⊕W+, Z0 ∈ W+ with ‖Z0‖ = 1. Let N := W− ⊕ RZ0 and

W+
1 := N⊥ = (W− ⊕ RZ0)

⊥. For R > 0, let

Q :=
{
U := U− + sZ0 : s ∈ R

+, U− ∈ W−, ‖U‖ < R
}

with P0 = s0Z0 ∈ Q, s0 > 0. We define

D :=
{
U := sZ0 + Z+ : s ∈ R, Z+ ∈ W+

1 , ‖sZ0 + Z+‖ = s0
}
.

For Φ ∈ C1(W,R), we define

Γ :=




h :

[0, 1]× Q̄ 7→ W is | · |ω-continuous;
h(0, U) = U and Φ(h(s, U)) ≤ Φ(U) for all U ∈ Q̄;
For any (s0, U0) ∈ [0, 1]× Q̄, there is a | · |ω-neighborhood
U(s0,U0) s.t.

{
U − h(t, U) : (t, U) ∈ U(s0,U0) ∩ ([0, 1]× Q̄)

}
⊂ Wfin.




,

where Wfin denotes various finite-dimensional subspaces of W, Γ 6= 0 since
id ∈ Γ.

The variant weak linking theorem is:

Lemma 2.1 ([15]). The family of C1-functional {Φλ} has the form

Φλ(U) := J(U)− λK(U), ∀λ ∈ [1, 2].

Assume that

(a) K(U) ≥ 0, ∀U ∈ W, Φ1 = Φ;
(b) J(U) → ∞ or K(U) → ∞ as ‖U‖ → ∞;
(c) Φλ is | · |ω-upper semicontinuous, Φ′

λ is weakly sequentially continuous

on W . Moreover, Φλ maps bounded sets to bounded sets;
(d) sup∂Q Φλ < infD Φλ, ∀λ ∈ [1, 2].

Then for almost all λ ∈ [1, 2], there exists a sequence {Un} such that

sup
n

‖Un‖ < ∞, Φ′
λ(Un) → 0, Φλ(Un) → cλ,

where cλ := infh∈Γ supU∈Q Φλ(h(1, U)) ∈ [infD Φλ, supQ̄ Φ].

In order to apply Lemma 2.1, we consider

Φλ(U) :=
1

2
‖U+‖2 − λ

(
1

2
‖U−‖2 +

∫

Ω

F (x, U)dx

)
.

It is easy to see that Φλ satisfies conditions (a), (b) in Lemma 2.1. To see (c),

if Un
|·|ω
→ U , then U+

n → U+ and U−
n ⇀ U− in W , going to a subsequence
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if necessary, Un → U a.e. on Ω . Using Fatou’s lemma and the weak lower
semicontinuity of the norm, we have

limn→∞Φλ(Un) ≤ Φλ(U),

which means that Φλ is | · |ω-upper semicontinuous. Φ′
λ is weakly sequentially

continuous on W is due to [18]. To continue the discussion, we still need to
verify condition (d).

Lemma 2.2. Under the assumptions of Theorem 1.1, we have the following

facts:
(i) There exists ρ > 0 independent of λ ∈ [1, 2] such that κ := inf Φλ(SρW

+)
> 0, where

SρW
+ := {Z ∈ W+ : ‖Z‖ = ρ}.

(ii) For fixed Z0 ∈ W+ with ‖Z0‖ = 1 and any λ ∈ [1, 2], there is R > ρ > 0
such that supΦλ(∂Q) ≤ 0, where Q := {U := U− + sZ0 : s ∈ R

+, U− ∈ W−,
‖U‖ < R}.

Proof. (i) Under assumptions (S1) and (S4), we know for any ε > 0 there exists
Cε > 0 such that

(2.3) |∇F (x, U)| ≤ ε|U |+ Cε|U |p−1

and

(2.4) |F (x, U)| ≤ ε|U |2 + Cε|U |p,

where p ≥ 2σ
σ−1 > 2 with σ > 1. Hence, for any U ∈ W+,

Φλ(U) ≥
1

2
‖U‖2 − λε‖U‖2 − C′

ε‖U‖p,

which implies the conclusion.
(ii) Suppose by contradiction that there exist Un ∈ W− ⊕ R

+Z0 such that
Φλ(Un) > 0 for all n and ‖Un‖ → ∞ as n → ∞. Let Vn := Un

‖Un‖ = snZ0 +V −
n ,

then

(2.5) 0 <
Φλ(Un)

‖Un‖2
=

1

2

(
s2n − λ‖V −

n ‖2
)
− λ

∫

Ω

F (x, Un)

U2
n

V 2
n dx.

From (S3), we know F (x, U) ≥ 0 and have

‖V −
n ‖2 ≤ λ‖V −

n ‖2 < s2n = 1− ‖V −
n ‖2,

therefore, ‖V −
n ‖ ≤ 1√

2
and 1− 1√

2
≤ sn ≤ 1.

Thus sn → s 6= 0 after passing to a subsequence, Vn ⇀ V and Vn → V a.e.
on Ω. Hence, V = sZ0 + V − 6= 0 and, since |Un| → ∞ if V 6= 0, it follows from
(S2) and Fatou’s lemma that

(2.6)

∫

Ω

F (x, Un)

U2
n

V 2
n dx → +∞,

contrary to (2.5). The proof is finished. �
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Applying Lemma 2.1, we soon obtain the following facts:

Lemma 2.3. Under the assumptions of Theorem 1.1, for almost all λ ∈ [1, 2],
there exists a sequence {Un} such that

sup
n

‖Un‖ < ∞, Φ′
λ(Un) → 0, Φλ(Un) → cλ ∈ [κ, sup

Q̄

Φ].

Lemma 2.4. Under the assumptions of Theorem 1.1, for almost all λ ∈ [1, 2],
there exists a Uλ such that

Φ′
λ(Uλ) = 0, Φλ(Uλ) ≤ sup

Q̄

Φ.

Proof. Let {Un} be the sequence obtained in Lemma 2.3, write Un = U−
n +U+

n

with U±
n ∈ W±. Since {Un} is bounded, {U+

n } is also bounded, then Un ⇀ Uλ

and U+
n ⇀ U+

λ in W , after passing to a subsequence. The Sobolev compactly

embedding theorem implies U+
n → U+

λ in Lp(Ω) × Lp(Ω) for all p ∈ [2, 2∗),
where 2∗ := 2N

N−2 if N ≥ 3 and 2∗ := +∞ if N = 1, 2.

We claim that U+
λ 6= 0. If not, then U+

n → 0 in Lp(Ω) × Lp(Ω) for all
p ∈ [2, 2∗). It follows from the definition of Φ, Hölder’s inequality and (2.3)
that

0 ≤

∫

Ω

|(∇F (x, Un), U
+
n )|dx ≤ ε

∫

Ω

|Un| · |U
+
n |dx+ Cε

∫

Ω

|Un|
p−1|U+

n |dx

≤ ε‖Un‖2‖U
+
n ‖2 + Cε‖Un‖

p−1
p ‖U+

n ‖p → 0.

Therefore,

Φλ(Un) ≤ ‖U+
n ‖2 = Φ′

λ(Un)U
+
n + λ

∫

Ω

(∇F (x, Un), U
+
n )dx → 0,

which contradicts with the fact that Φλ(Un) ≥ κ. Hence, U+
λ 6= 0, and thus

Uλ 6= 0. Note that Φ′
λ is weakly sequentially continuous on W , thus

Φ′
λ(Uλ)Z = lim

n→∞
Φ′

λ(Un)Z = 0, ∀Z ∈ W.

By (S3), Fatou’s lemma and Lemma 2.3, we have

sup
Q̄

Φ ≥ cλ = lim
n→∞

(
Φλ(Un)−

1

2
Φ′

λ(Un)Un

)

= lim
n→∞

λ

∫

Ω

(
1

2
(∇F (x, Un), Un)− F (x, Un)

)
dx

≥ λ

∫

Ω

(
1

2
(∇F (x, Uλ), Uλ)− F (x, Uλ)

)
dx = Φλ(Uλ).

Thus we get Φλ(Uλ) ≤ supQ̄ Φ. �

Lemma 2.5. Under the assumptions of Theorem 1.1, there exists λn → 1 and

{Uλn
} such that

Φ′
λn

(Uλn
) = 0, Φλn

(Uλn
) ≤ sup

Q̄

Φ.
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Moreover, {Uλn
} is bounded.

Proof. The existence of {Uλn
} such that

Φ′
λn

(Uλn
) = 0, Φλn

(Uλn
) ≤ sup

Q̄

Φ

is the direct consequence of Lemma 2.4. To prove the boundedness of {Uλn
},

arguing by contradiction, suppose that ‖Uλn
‖ → ∞. Let Vλn

:=
Uλn

‖Uλn
‖ . Then

‖Vλn
‖ = 1, Vλn

⇀ V in W and Vλn
→ V a.e. in Ω, after passing to a

subsequence.
Recall that Φ′

λn
(Uλn

) = 0. Thus for any ϕ ∈ W , we have

〈U+
λn

, ϕ〉 − λn〈U
−
λn

, ϕ〉 = λn

∫

Ω

(∇F (x, Uλn
), ϕ) dx.

Consequently {Vλn
} satisfies

(2.7) 〈V +
λn

, ϕ〉 − λn〈V
−
λn

, ϕ〉 = λn

∫

Ω

(∇F (x, Uλn
), ϕ)

‖Uλn
‖

dx.

Let ϕ = V ±
λn

in (2.7), respectively. Then we have

〈V +
λn

, V +
λn

〉 = λn

∫

Ω

(
∇F (x, Uλn

), V +
λn

)

‖Uλn
‖

dx

and

−λn〈V
−
λn

, V −
λn

〉 = λn

∫

Ω

(
∇F (x, Uλn

), V −
λn

)

‖Uλn
‖

dx.

Since 1 = ‖Vλn
‖2 = ‖V +

λn
‖2 + ‖V −

λn
‖2, we have

(2.8) 1 =

∫

Ω

(
∇F (x, Uλn

), λnV
+
λn

− V −
λn

)

‖Uλn
‖

dx.

For r ≥ 0, let

h(r) := inf
{
F̃ (x, U) : x ∈ Ω and U ∈ R

2 with |U | ≥ r
}
.

By (S3), we have h(r) > 0 for all r > 0. By (S3) and (S4), for |U | ≥ r0,

c0F̃ (x, U) ≥
|∇F (x, U)|σ

|U |σ
=

(
|∇F (x, U)||U |

|U |2

)σ

≥

(
(∇F (x, U), U)

|U |2

)σ

≥

(
2F (x, U)

|U |2

)σ

,

it follows form (S2) and the definition of h(r) that

h(r) → ∞ as r → ∞.

For 0 < a < b, let

Ωn(a, b) := {x ∈ Ω : a ≤ |Uλn
(x)| < b}



GROUND STATE SOLUTIONS 797

and

Cb
a := inf

{
F̃ (x, U)

|U |2
: x ∈ Ω and U ∈ R

2 with a ≤ |U | ≤ b

}
.

Since F (x, U) depends periodically on x and F̃ (x, U) > 0 if U ∈ R
2 \ {(0, 0)},

one has Cb
a > 0 and

F̃ (x, Uλn
) ≥ Cb

a|Uλn
|2 for all x ∈ Ωn(a, b).

Since Φ′
λn

(Uλn
) = 0 and Φλn

(Uλn
) ≤ supQ̄ Φ, there exists a constant C0 > 0

such that for all n

(2.9) C0 ≥ Φλn
(Uλn

)−
1

2
Φ′

λn
(Uλn

)Uλn
=

∫

Ω

F̃ (x, Uλn
)dx,

from which we have

C0 ≥

∫

Ωn(0,a)

F̃ (x, Uλn
)dx+

∫

Ωn(a,b)

F̃ (x, Uλn
)dx+

∫

Ωn(b,∞)

F̃ (x, Uλn
)dx

(2.10)

≥

∫

Ωn(0,a)

F̃ (x, Uλn
)dt+ Cb

a

∫

Ωn(a,b)

|Uλn
|2dx+ h(b)|Ωn(b,∞)|.

Invoking (S4), set τ := 2σ/(σ − 1) and σ′ = τ/2. Since σ > max{1, N/2} one
sees τ ∈ (2, 2∗). Fix arbitrarily τ̂ ∈ (τ, 2∗). Using (2.10), we have

|Ωn(b,∞)| ≤
C0

h(b)
→ 0

as b → ∞ uniformly in n, it follows from ‖Vλn
‖ = 1, the Hölder inequality and

the Sobolev embedding theorem that

(2.11)

∫

Ωn(b,∞)

|Vλn
|τdx ≤ C|Ωn(b,∞)|1−

τ

τ̂ → 0

as b → ∞ uniformly in n. Using (2.10) again, for any fixed 0 < a < b,
(2.12)∫

Ωn(a,b)

|Vλn
|2dx =

1

‖Uλn
‖2

∫

Ωn(a,b)

|Uλn
|2dx ≤

C0

Cb
a‖Uλn

‖2
→ 0 as n → ∞.

Let 0 < ε < 1
3 . Sobolev embedding theorem implies ‖Vλn

‖22 ≤ C‖Vλn
‖2 = C

and |λn| ≤ C1. By (S1) there is aε > 0 such that |∇F (x, U)| < ε
C1C

|U | for all

|U | ≤ aε, consequently,
∫

Ωn(0,aε)

(
∇F (x, Uλn

), λnV
+
λn

− V −
λn

)

‖Uλn
‖

dx(2.13)

≤

∫

Ωn(0,aε)

|∇F (x, Uλn
)|

|Uλn
|

|Vλn
| · |λnV

+
λn

− V −
λn

|dx

≤
ε

C1C

∫

Ωn(0,aε)

|Vλn
| · |λnV

+
λn

− V −
λn

|dx
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≤
ε

C1C

(∫

Ω

|Vλn
|2dx

)1/2(∫

Ω

|λnV
+
λn

− V −
λn

|2dx

)1/2

≤
ε

C
‖Vλn

‖22 ≤ ε

for all n. By (S4), (2.9) and (2.11), we can take bε ≥ r0 large so that

∫

Ωn(bε,∞)

(
∇F (x, Uλn

), λnV
+
λn

− V −
λn

)

‖Uλn
‖

dx

(2.14)

≤

∫

Ωn(bε,∞)

|∇F (x, Uλn
)|

|Uλn
|

|Vλn
| · |λnV

+
λn

− V −
λn

|dx

≤

(∫

Ωn(bε,∞)

|∇F (x,Uλn
)|σ

|Uλn
|σ dx

)1/σ(∫

Ωn(bε,∞)

(
|Vλn

| · |λnV
+
λn

− V −
λn

|
)σ′

dx

)1/σ′

≤

(∫

Ω

c0F̃ (x, Uλn
)dx

)1/σ(∫

Ω

|λnV
+
λn

− V −
λn

|τdx

)1/τ
(∫

Ωn(bε,∞)

|Vλn
|τdx

)1/τ

< ε

for all n. Note that there is γ = γ(ε) > 0 independent of n such that
|∇F (x, Uλn

)| ≤ γ|Uλn
| for t ∈ Ωn(aε, bε). By (2.12) there is n0 such that

∫

Ωn(aε,bε)

(
∇F (x, Uλn

), λnV
+
λn

− V −
λn

)

‖Uλn
‖

dx(2.15)

≤

∫

Ωn(aε,bε)

|∇F (x, Uλn
)|

|Uλn
|

|Vλn
| · |λnV

+
λn

− V −
λn

|dx

≤ γ

∫

Ωn(aε,bε)

|Vλn
| · |λnV

+
λn

− V −
λn

|dx

≤ γ

(∫

Ω

|Vλn
|2dt

)1/2
(∫

Ωn(aε,bε)

|λnV
+
λn

− V −
λn

|2dx

)1/2

≤ γλn‖Vλn
‖2

(∫

Ωn(aε,bε)

|Vλn
|2dx

)1/2

< ε

for all n ≥ n0. Therefore, the combination of (2.13)-(2.15) implies that for
n ≥ n0, we have

∫

Ω

(
∇F (x, Uλn

), λnV
+
λn

− V −
λn

)

‖Uλn
‖

dx < 3ε < 1,

which contradicts with (2.8). Thus {Uλn
} is bounded. �
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Lemma 2.6. If {Uλn
} is the sequence obtained in Lemma 2.5, then it is also

a (PS) sequence for Φ satisfying

lim
n→∞

Φ′(Uλn
) = 0, lim

n→∞
Φ(Uλn

) ≤ sup
Q̄

Φ.

Proof. Note that Uλn
is bounded. From

lim
n→∞

Φ(Uλn
) = lim

n→∞

[
Φλn

(Uλn
) + (λn − 1)

(
1

2
‖U−

λn
‖2 +

∫

Ω

F (x, Uλn
)dx

)]

and note that

lim
n→∞

Φ′(Uλn
)ϕ

= lim
n→∞

[
Φ′

λn
(Uλn

)ϕ+ (λn − 1)

(
〈U−

λn
, ϕ−〉+

∫

Ω

(∇F (x, Uλn
), ϕ) dx

)]

uniformly in ϕ ∈ W , we obtain the conclusion. �

3. Proof of main result

We are now in a position to prove our main result.

Proof of Theorem 1.1. Note that Lemma 2.5 implies {Uλn
} is bounded, thus

Uλn
⇀ U in W , after passing to a subsequence. The Sobolev compactly em-

bedding theorem implies Uλn
→ U in Lq(Ω) × Lq(Ω) for all q ∈ [2, 2∗), where

2∗ := 2N
N−2 if N ≥ 3 and 2∗ := +∞ if N = 1, 2.

By Φ′
λn

(Uλn
)U+

λn
= 0, Hölder’s inequality, Sobolev embedding theorem and

(2.3), we know

(3.1)

‖U+
λn
‖2 = λ

∫

Ω

(
∇F (x, Uλn

), U+
λn

)
dx

≤ ε

∫

Ω

|Uλn
| · |U+

λn
|dx+ Cε

∫

Ω

|Uλn
|p−1|U+

λn
|dx

≤ ε‖Uλn
‖ · ‖U+

λn
‖+ C′

ε‖Uλn
‖p−1
p ‖U+

λn
‖

≤ ε‖Uλn
‖ · ‖U+

λn
‖+ C′′

ε ‖Uλn
‖p−2
p ‖Uλn

‖ · ‖U+
λn
‖

≤ ε‖Uλn
‖2 + C′′

ε ‖Uλn
‖p−2
p ‖Uλn

‖2.

Similarly, we have

(3.2) ‖U−
λn
‖2 ≤ ε‖Uλn

‖2 + C′′
ε ‖Uλn

‖p−2
p ‖Uλn

‖2.

From (3.1) and (3.2), we get

‖Uλn
‖2 ≤ 2ε‖Uλn

‖2 + 2C′′
ε ‖Uλn

‖p−2
p ‖Uλn

‖2,

which means ‖Uλn
‖p ≥ c for some constant c, it follows from Uλn

→ U in
Lp(Ω)×Lp(Ω) that U 6= 0. The facts that Φ′

λ is weakly sequentially continuous
on W and Uλn

⇀ U in W imply Φ′(U) = 0.
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Let K := {U ∈ W : Φ′(U) = 0} be the critical set of Φ and

C := inf {Φ(Z) : Z ∈ K\{0}} .

For any critical point U of Φ, assumption (S3) implies that

Φ(U) = Φ(U)−
1

2
Φ′(U)U(3.3)

=

∫

Ω

(
1

2
(∇F (x, U), U)− F (x, U)

)
dx > 0 if U 6= 0.

Therefore C ≥ 0. We prove that C > 0 and there is U ∈ K such that Φ(U) = C.
Let Uj ∈ K\{0} be such that Φ(Uj) → C. Then, the proof in Lemma 2.5
shows that {Uj} is bounded, and by the concentration compactness principle
discussion above we know Uj ⇀ U ∈ K\{0}. Thus

C = lim
j→∞

Φ(Uj) = lim
j→∞

∫

Ω

(
1

2
(∇F (x, Uj), Uj)− F (x, Uj)

)
dx

≥

∫

Ω

(
1

2
(∇F (x, U), U) − F (x, U)

)
dx = Φ(U) ≥ C,

the first inequality dues to (S3) and the Fatou’s lemma. So Φ(U) = C and
C > 0 because U 6= 0. �
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