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#### Abstract

In this paper, we derive some valuable inequalities of Rado's and Poponov's types on the open interval of positive real numbers, and then show weighted generalizations of Rado's and Poponov's inequalities on the set of positive real numbers equipped with compactly supported probability measure.


## 1. Introduction

Let $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right)$ be an $n$-tuple of positive real numbers. The arithmetic and geometric means of $n$ positive real numbers are well known:

$$
A_{n}(\mathbf{a})=\frac{a_{1}+a_{2}+\cdots+a_{n}}{n} \text { and } G_{n}(\mathbf{a})=\sqrt[n]{a_{1} a_{2} \cdots a_{n}}
$$

respectively. The following inequalities

$$
\begin{align*}
n\left(A_{n}(\mathbf{a})-G_{n}(\mathbf{a})\right) & \geq(n-1)\left(A_{n-1}(\mathbf{a})-G_{n-1}(\mathbf{a})\right)  \tag{1.1}\\
\left(\frac{A_{n}(\mathbf{a})}{G_{n}(\mathbf{a})}\right)^{n} & \geq\left(\frac{A_{n-1}(\mathbf{a})}{G_{n-1}(\mathbf{a})}\right)^{n-1} \tag{1.2}
\end{align*}
$$

are known in the literature as Rado's inequality and Poponov's inequality, respectively (see [2, p.94]). Inequalities (1.1) and (1.2) provide a good approach for combining arithmetic means and geometric means of positive real numbers. This pair of inequalities has received considerable attention by many authors, and has motivated a large number of papers giving their simple proofs providing various generalizations, improvements and analogues $[2,1,3,5,4]$.

[^0]The aim of this paper is to establish a new generalization of Rado's and Poponov's inequalities which involves probability measure with compact support.

## 2. Compactly supported measures

In this section we generally see certain type of probability measure, namely compactly supported measure. Let $X$ be a topological space and $f: X \rightarrow \mathbb{R}$ a function. The support of $f$, denoted by $\operatorname{supp}(f)$, is the smallest closed set outside of which the function $f$ vanishes identically. If the function $f$ vanishes outside a compact set $C$, we say that $f$ has compact support (or that $f$ is the function of compact support). For the case that $f=\mu$, a probability measure, we denote as $\mathcal{P}$ and $\mathcal{P}_{c}$ a set of all probability measures and a set of probability measures of compact support, respectively, on the topological space $X$.

The Borel $\sigma$-algebra $\mathcal{B}(X)$ of the topological space $X$ is the smallest $\sigma$-algebra containing all open subsets of $X$. We call $(X, \mathcal{B}(X), \mu)$ a measure space and simply denote by $(X, \mu)$. In the following we show that any continuous function from $(X, \mu)$ with $\mu \in \mathcal{P}_{c}$ to a Banach space is Bochner $\mu$-integrable.

Lemma 2.1. Every continuous function $f$ from $(X, \mu)$ with $\mu \in \mathcal{P}_{c}$ to a Banach space is strongly $\mu$-measurable, and furthermore, Bochner $\mu$-integrable.

Proof. Let $n$ be a positive integer and $x \in X$. We define an open set

$$
O_{n, x}:=\left\{y \in X:\|f(x)-f(y)\|<\frac{1}{n}\right\}
$$

Then the collection $\left\{O_{n, x}: x \in X\right\}$ is an open cover of $X$. Since $\operatorname{supp}(\mu)$ is a compact subset of $X$, there exists a finite subcover $\left\{O_{n, x_{i}}: i=\right.$ $\left.1, \ldots, N_{n}\right\}$ of $\operatorname{supp}(\mu)$.

We now construct a sequence of $\mu$-simple functions $f_{n}$ such that

$$
f_{n}=\sum_{i=1}^{N_{n}} f\left(a_{i}\right) 1_{\mathbf{B}_{n, i}}
$$

where $\left\{\mathbf{B}_{n, i}: i=1, \ldots, N_{n}\right\}$ is the partition of $\operatorname{supp}(\mu)$ defined by

$$
\begin{aligned}
& \mathbf{B}_{n, 1}:=O_{n, x_{1}} \cap \operatorname{supp}(\mu) \\
& \mathbf{B}_{n, k}:=\left(O_{n, x_{k}} \backslash \bigcup_{j<k} O_{n, x_{j}}\right) \cap \operatorname{supp}(\mu), 2 \leq k \leq N_{n},
\end{aligned}
$$

and $a_{i}$ is an evaluation point arbitrarily chosen in $\mathbf{B}_{n, i}$. Then for $x \in$ $\mathbf{B}_{n, j} \subset \operatorname{supp}(\mu)$
$\left\|f_{n}(x)-f(x)\right\|=\left\|f\left(a_{j}\right)-f(x)\right\| \leq\left\|f\left(a_{j}\right)-f\left(x_{j}\right)\right\|+\left\|f\left(x_{j}\right)-f(x)\right\|<\frac{2}{n}$.
So $\lim _{n \rightarrow \infty} f_{n}=f$ pointwise on $\operatorname{supp}(\mu)$, and hence $\mu$-almost everywhere. Thus $f$ is strongly $\mu$-measurable. Furthermore,

$$
\begin{aligned}
\int_{X}\left\|f_{n}-f\right\| d \mu=\int_{\operatorname{supp}(\mu)}\left\|f_{n}-f\right\| d \mu & =\sum_{i=1}^{N_{n}} \int_{\mathbf{B}_{n, i}}\left\|f_{n}-f\right\| d \mu \\
& <\sum_{i=1}^{N_{n}} \int_{\mathbf{B}_{n, i}} \frac{2}{n} d \mu=\frac{2}{n},
\end{aligned}
$$

and hence $\lim _{n \rightarrow \infty} \int_{X}\left\|f_{n}-f\right\| d \mu=0$.
Remark 2.2. We can see from the proof of Lemma 2.1 that a continuous function $f$ from $(X, \mu)$ with $\mu \in \mathcal{P}_{c}$ to a Banach space is a limit of $\mu$-simple functions, each defined from a Borel partition of $\operatorname{supp}(\mu)$. In other words,

$$
\int_{X} f d \mu=\lim _{n \rightarrow \infty} \sum_{i=1}^{N_{n}} f\left(a_{i}\right) \mu\left(\mathbf{B}_{n, i}\right),
$$

where $\left\{\mathbf{B}_{n, i}: i=1, \ldots, N_{n}\right\}$ is a Borel partition of $\operatorname{supp}(\mu)$ and $a_{i}$ is a sample point arbitrarily chosen in $\mathbf{B}_{n, i}$. The integral for the continuous function is independent of the approximating partition for $\operatorname{supp}(\mu)$, as long as $\left\{\mathbf{B}_{n, i}: i=1, \ldots, N_{n}\right\}$ refines $\left\{O_{n, x_{i}}: i=1, \ldots, N_{n}\right\}$.

## 3. Power means of positive real numbers

The power mean on the set of positive real numbers equipped with compactly supported measure $\mu$ is defined by

$$
M^{[p]}(\mu)=\left(\int_{(0, \infty)} x^{p} \mu(d x)\right)^{1 / p}, p \neq 0
$$

Note that

$$
M^{[1]}(\mu)=\int_{(0, \infty)} x \mu(d x) \text { and } M^{[-1]}(\mu)=\left(\int_{(0, \infty)} x^{-1} \mu(d x)\right)^{-1}
$$

are known as the arithmetic and harmonic means with respect to $\mu$, and are denoted by $A(\mu)$ and $H(\mu)$, respectively. Furthermore, the limit of $M^{[p]}(\mu)$ as $p \rightarrow 0$ is given by

$$
M^{[0]}(\mu):=\lim _{p \rightarrow 0} M^{[p]}(\mu)=\exp \int_{(0, \infty)} \log x \mu(d x)
$$

We call it the geometric mean with respect to $\mu$ and denote by $G(\mu)$.
Remark 3.1. Since the function $f(x)=x^{p}$ is continuous, Lemma 2.1 tells that for any given $k \in \mathbb{N}$, there exists a partition

$$
\mathbb{B}_{k}=\left\{\mathbf{B}_{k, 1}, \ldots, \mathbf{B}_{k, N}\right\}
$$

of $\operatorname{supp}(\mu)$ satisfying

$$
\begin{aligned}
& \sum_{i=1}^{N} x_{i}^{*} \mu\left(\mathbf{B}_{k, i}\right)-\frac{1}{k}<\int_{(0, \infty)} x \mu(d x)<\sum_{i=1}^{N} x_{i}^{*} \mu\left(\mathbf{B}_{k, i}\right)+\frac{1}{k} \\
& \prod_{i=1}^{N}\left(x_{i}^{*}\right)^{\mu\left(\mathbf{B}_{k, i}\right)}-\frac{1}{k}<\exp \int_{(0, \infty)} \log x \mu(d x) \leq \prod_{i=1}^{N}\left(x_{i}^{*}\right)^{\mu\left(\mathbf{B}_{k, i}\right)}+\frac{1}{k}
\end{aligned}
$$

for any sample point $x_{i}^{*} \in B_{k, i}$ such that $x_{i}^{*}>\frac{1}{k}$.
Let $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right)$ be an $n$-dimensional vector of nonnegative real numbers, not all zero. For an $n$-dimensional probability vector $\omega=$ $\left(w_{1}, \ldots, w_{n}\right)$, we denote the weighted version of arithmetic and geometric means as follows:

$$
A(\omega ; \mathbf{a})=\sum_{i=1}^{n} w_{i} a_{i}, \quad G(\omega ; \mathbf{a})=\prod_{i=1}^{n} a_{i}^{w_{i}}
$$

One can see that if the measure $\mu$ is the $n$-dimensional probability vector, then $M^{[1]}(\mu)$ and $M^{[0]}(\mu)$ can be written as the above expression. It is known that

$$
\begin{equation*}
G(\omega ; \mathbf{a}) \leq A(\omega ; \mathbf{a}) \tag{3.1}
\end{equation*}
$$

and the equality holds when $a_{1}=\cdots=a_{n}$.

## 4. Rado's inequality

In this section we prove the extension of Rado's inequality under compactly supported measure with the following lemma.

Lemma 4.1. Let $\mathbf{a} \in(0, \infty)^{m}, \mathbf{b} \in(0, \infty)^{n}$, and let $\omega=\left(w_{1}, \ldots, w_{m}\right)$ and $\nu=\left(v_{1}, \ldots, v_{n}\right)$ be probability vectors. Then for any $0<t<1$

$$
\begin{align*}
& (1-t) A(\omega ; \mathbf{a})+t A(\nu ; \mathbf{b})-G(\omega ; \mathbf{a})^{1-t} G(\nu ; \mathbf{b})^{t}  \tag{4.1}\\
& \geq(1-t)[A(\omega ; \mathbf{a})-G(\omega ; \mathbf{a})]+t[A(\nu ; \mathbf{b})-G(\nu . \mathbf{b})]
\end{align*}
$$

Proof. Note that the inequality (4.1) is equivalent to

$$
G(\omega ; \mathbf{a})^{1-t} G(\nu ; \mathbf{b})^{t} \leq(1-t) G(\omega ; \mathbf{a})+t G(\nu ; \mathbf{b})
$$

This is true due to the arithmetic-geometric mean inequality (3.1) of two variables.

THEOREM 4.2. Let $\mu, \nu_{1}, \nu_{2}$ be compactly supported measures on $(0, \infty)$, and let $\mu$ be a linear convex combination of $\nu_{1}$ and $\nu_{2}$, i.e.,

$$
\mu=(1-t) \nu_{1}+t \nu_{2}
$$

for $t \in(0,1)$. Then

$$
\begin{equation*}
A(\mu)-G(\mu) \geq(1-t)\left[A\left(\nu_{1}\right)-G\left(\nu_{1}\right)\right]+t\left[A\left(\nu_{2}\right)-G\left(\nu_{2}\right)\right] \tag{4.2}
\end{equation*}
$$

Proof. By the condition of partition $\mathbb{B}_{k}$ in Remark 3.1 and Lemma 4.1, we have

$$
\begin{aligned}
& A(\mu)-G(\mu)+\frac{2}{k} \\
&=\left(\int_{(0, \infty)} x \mu(d x)+\frac{1}{k}\right)-\left(\exp \int_{(0, \infty)} \log x \mu(d x)-\frac{1}{k}\right) \\
& \geq \sum_{i=1}^{N} x_{i}^{*} \mu\left(\mathbf{B}_{k, i}\right)-\prod_{i=1}^{N}\left(x_{i}^{*}\right)^{\mu\left(\mathbf{B}_{k, i}\right)} \\
& \geq(1-t)\left[\sum_{i=1}^{N} x_{i}^{*} \nu_{1}\left(\mathbf{B}_{k, i}\right)-\prod_{i=1}^{N}\left(x_{i}^{*}\right)^{\nu_{1}\left(\mathbf{B}_{k, i}\right)}\right] \\
&+t\left[\sum_{i=1}^{N} x_{i}^{*} \nu_{2}\left(\mathbf{B}_{k, i}\right)-\prod_{i=1}^{N}\left(x_{i}^{*}\right)^{\nu_{2}\left(\mathbf{B}_{k, i}\right)}\right] \\
&=(1-t)\left[\left(\sum_{i=1}^{N} x_{i}^{*} \nu_{1}\left(\mathbf{B}_{k, i}\right)+\frac{1}{k}\right)-\left(\prod_{i=1}^{N}\left(x_{i}^{*}\right)^{\nu_{1}\left(B_{k, i}\right)}-\frac{1}{k}\right)\right] \\
&+\left[\left(\sum_{i=1}^{N} x_{i}^{*} \nu_{2}\left(\mathbf{B}_{k, i}\right)+\frac{1}{k}\right)-\left(\prod_{i=1}^{N}\left(x_{i}^{*}\right)^{\nu_{2}\left(\mathbf{B}_{k, i}\right)}-\frac{1}{k}\right)\right]-\frac{2}{k}
\end{aligned}
$$

$$
\begin{aligned}
& \geq(1-t)\left[\int_{(0, \infty)} x \nu_{1}(d x)-\exp \int_{(0, \infty)} \log x \nu_{1}(d x)\right] \\
& \quad+t\left[\int_{(0, \infty)} x \nu_{2}(d x)-\exp \int_{(0, \infty)} \log x \nu_{2}(d x)\right]-\frac{2}{k} \\
& =(1-t)\left[A\left(\nu_{1}\right)-G\left(\nu_{1}\right)\right]+t\left[A\left(\nu_{2}\right)-G\left(\nu_{2}\right)\right]-\frac{2}{k} .
\end{aligned}
$$

As $k$ is arbitrary, we have

$$
A(\mu)-G(\mu) \geq(1-t)\left[A\left(\nu_{1}\right)-G\left(\nu_{1}\right)\right]+t\left[A\left(\nu_{2}\right)-G\left(\nu_{2}\right)\right] .
$$

Remark 4.3. Let us consider the $n$-dimensional probability measures $\mu, \nu_{1}$, and $\nu_{2}$ :

$$
\mu=\left(\frac{1}{n}, \ldots, \frac{1}{n}\right), \nu_{1}=\left(\frac{1}{n-1}, \ldots, \frac{1}{n-1}\right), \nu_{2}=(0, \ldots, 0,1) .
$$

Then $\mu=\left(1-\frac{1}{n}\right) \nu_{1}+\frac{1}{n} \nu_{2}$, and so Theorem 4.2 with $t=1 / n$ yields

$$
A_{n}-G_{n} \geq\left(1-\frac{1}{n}\right)\left(A_{n-1}-G_{n-1}\right)
$$

Thus we obtain the original Rado's inequality (1.1).

## 5. Poponov's inequality

In this section we prove the extension of Poponov's inequality under compactly supported measure with the following lemmas.

Lemma 5.1. Let $\mathbf{a} \in(0, \infty)^{m}, \mathbf{b} \in(0, \infty)^{n}$, and let $\omega=\left(w_{1}, \ldots, w_{m}\right)$ and $\nu=\left(v_{1}, \ldots, v_{n}\right)$ be probability vectors. Then for any $0<t<1$,

$$
\begin{equation*}
\frac{(1-t) A(\omega ; \mathbf{a})+t A(\nu ; \mathbf{b})}{G(\omega ; \mathbf{a})^{1-t} G(\nu ; \mathbf{b})^{t}} \geq\left(\frac{A(\omega ; \mathbf{a})}{G(\omega ; \mathbf{a})}\right)^{1-t}\left(\frac{A(\nu ; \mathbf{b})}{G(\nu ; \mathbf{b})}\right)^{t} \tag{5.1}
\end{equation*}
$$

Proof. The inequality (5.1) is equivalent to

$$
(1-t) A(\omega ; \mathbf{a})+t A(\nu ; \mathbf{b}) \geq A(\omega ; \mathbf{a})^{1-t} A(\nu ; \mathbf{b})^{t} .
$$

This is true due to the arithmetic-geometric mean inequality (3.1) of two variables.

The proof of the following lemma is straightforward.

Lemma 5.2 . If $G>\frac{1}{k}$ for some $k \in \mathbb{N}$, then

$$
\frac{A}{G}+C_{k} \geq \frac{A+\frac{1}{k}}{G-\frac{1}{k}}
$$

where $C_{k}=\frac{A+G}{G(k G-1)}$.
THEOREM 5.3. Let $\mu, \nu_{1}, \nu_{2}$ be compactly supported measures on $(0, \infty)$, and let $\mu$ be a linear convex combination of $\nu_{1}$ and $\nu_{2}$. Then for $0<t<1$

$$
\begin{equation*}
\frac{A(\mu)}{G(\mu)} \geq\left[\frac{A\left(\nu_{1}\right)}{G\left(\nu_{1}\right)}\right]^{1-t}\left[\frac{A\left(\nu_{2}\right)}{G\left(\nu_{2}\right)}\right]^{t} \tag{5.2}
\end{equation*}
$$

Proof. By Remark 3.1, Lemma 5.2 is valid. By Lemma 5.1, we have

$$
\begin{aligned}
\frac{A(\mu)}{G(\mu)}+C_{k} \geq & \frac{A(\mu)+\frac{1}{k}}{G(\mu)-\frac{1}{k}} \\
& \geq \frac{\sum_{i=1}^{N} x_{i}^{*} \mu\left(\mathbf{B}_{k, i}\right)}{\prod_{i=1}^{N}\left(x_{i}^{*}\right)^{\mu\left(\mathbf{B}_{k, i}\right)}}=\frac{(1-t) \sum_{i=1}^{N} x_{i}^{*} \nu_{1}\left(\mathbf{B}_{k, i}\right)+t \sum_{i=1}^{N} x_{i}^{*} \nu_{2}\left(\mathbf{B}_{k, i}\right)}{\left[\prod_{i=1}^{N}\left(x_{i}^{*}\right)^{\nu_{1}\left(\mathbf{B}_{k, i}\right)}\right]^{1-t}\left[\prod_{i=1}^{N}\left(x_{i}^{*}\right)^{\nu_{2}\left(\mathbf{B}_{k, i}\right)}\right]^{t}} \\
\geq & {\left[\frac{\sum_{i=1}^{N} x_{i}^{*} \nu_{1}\left(\mathbf{B}_{k, i}\right)}{\left.\prod_{i=1}^{N}\left(x_{i}^{*}\right)^{\nu_{1}\left(\mathbf{B}_{k, i}\right)}\right]^{1-t}\left[\frac{\sum_{i=1}^{N} x_{i}^{*} \nu_{2}\left(\mathbf{B}_{k, i}\right)}{\left.\prod_{i=1}^{N}\left(x_{i}^{*}\right)^{\nu_{2}\left(\mathbf{B}_{k, i}\right)}\right]^{t}}\right.} .\right.}
\end{aligned}
$$

As $k \rightarrow \infty, C_{k} \rightarrow 0$ and

$$
\frac{A(\mu)}{G(\mu)} \geq\left[\frac{A\left(\nu_{1}\right)}{G\left(\nu_{1}\right)}\right]^{1-t}\left[\frac{A\left(\nu_{2}\right)}{G\left(\nu_{2}\right)}\right]^{t}
$$

REMARK 5.4. For the $n$-dimensional probability measures $\mu, \nu_{1}$, and $\nu_{2}$ defined in Remark 4.3, Theorem 5.3 with $t=1 / n$ yields

$$
\frac{A_{n}}{G_{n}} \geq\left[\frac{A_{n-1}}{G_{n-1}}\right]^{1-\frac{1}{n}}
$$

Thus we obtain the original Poponov's inequality $\left[\frac{A_{n}}{G_{n}}\right]^{n} \geq\left[\frac{A_{n-1}}{G_{n-1}}\right]^{n-1}$.
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