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Abstract – Signals of the Electroencephalogram (EEG) can reflect the electrical background activity 
of the brain generated by the cerebral cortex nerve cells. This has been the mostly utilized signal, 
which helps in effective analysis of brain functions by supervised learning methods. In this paper, an 
approach for improving the accuracy of EEG signal classification is presented to detect epileptic 
seizures. Moreover, Independent Component Analysis (ICA) is incorporated as a preprocessing step 
and Short Time Fourier Transform (STFT) is used for denoising the signal adequately. Feature 
extraction of EEG signals is accomplished on the basis of three parameters namely, Standard 
Deviation, Correlation Dimension and Lyapunov Exponents. The Artificial Neural Network (ANN) is 
trained by incorporating Levenberg-Marquardt(LM) training algorithm into the backpropagation 
algorithm that results in high classification accuracy. Experimental results reveal that the methodology 
will improve the clinical service of the EEG recording and also provide better decision making in 
epileptic seizure detection than the existing techniques. The proposed EEG signal classification using 
feed forward Backpropagation Neural Network performs better than to the EEG signal classification 
using Adaptive Neuro Fuzzy Inference System (ANFIS) classifier in terms of accuracy, sensitivity, and 
specificity. 
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1. Introduction 

 
Over the past decade myriad researches have been 

focusing on automating the examination of EEG signals, 
recognizing and categorizing the brain diseases. Further, 
EEG plays a vital role in the detection of epilepsy, which 
is a chronic disorder due to recurrent seizures varying 
from muscle jerks on the brain to distinctive convolutions. 
EEG is a noninvasive technique for probing human brain 
dynamics, and providing an undeviating measure of 
cortical action with millisecond temporal resolution. There 
are two different types of EEG signal depending on where 
the signal is taken from either the scalp or intracranial 
based. Electrodes with low impedance are used to provide 
an accurate detection of the voltage of neuron content. The 
changes in the voltage are sensed and amplified before 
being transmitted to a computer program to display the 
training of EEG recordings. The recorded EEG provides a 
continuous graphic exhibition of the spatial distribution of 
the changing voltage fields over time. The epileptic form of 
EEG includes abnormal electrical activity generated during 
the occurrence of seizure. In most cases, the presence of 

seizures cannot be determined with short period EEG 
recordings. In such cases, EEG is recorded continuously 
and its entire length is analyzed to diagnose the epileptic 
traces. Fig. 1 presented below depicts the Neural Network 
architecture in an EEG signal classification. 

Independent Component Analysis (ICA) is enforced for 
finding and eliminating the biased artifacts in EEG signals. 
Generally, the operation of ICA is to relevant individual 
signal from the mixed signal. In the present work, ICA 
algorithm has been used as a preprocessing step for faster 
operation. Without generality loss, the independent original 
signals that are overlapped under different conditions can 
be separated effectively through ICA. It overcomes the 
blind signal separation problem. In other words, it can also 
be described that ICA processes raw EEG data and finds 
features related to various persons activities. Hence, ICA 
overcomes the problems regarding ensemble averaging. 
Typically, ICA is applied to remove Electroculogram (EOG) 
noise from EEG data. Nevertheless, EEG signals are 
always subject to artifacts and noise due to various external 
agents. These signals may influence the results of the EEG 
recording procedure. Hence, there is a need for effective 
denoising methodology. 

Short Time Fourier Transform (STFT) has been 
incorporated here for denoising, which can effectively 
reject the artifacts originated in the brain. It is utilized for 
time-frequency analysis of EEG signals on a routine basis. 
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Moreover, it maps a signal into a two-dimensional function 
of time and frequency. The denoising process in STFT is 
done using three steps: 

1. STFT computation 
2. Thresholding 
3. Inverse STFT computation 
 
Following that, feature extraction has been made for 

appropriate classification of the events present in the signal. 
This process has been performed with three parameters 
namely, standard deviation, correlation dimension and 
Lyapunov exponents. 

Specifically, Levenberg-Marquardt backpropagation 
training algorithm is incorporated to tackle the problem 
of nonlinearity and complexity. The training algorithm 
integrates the best features of Gauss-Newton technique and 
the Steepest-descent algorithm, in such a way that provides 
more accurate classification results. The trained Neural 
Network based on the Levenberg-Marquardt algorithm 
is further used for classifying the input EEG in a precise 
manner. The accuracy, sensitivity and specificity results 
obtained using ANNs has been compared with the results 
obtained by ANFIS classifier. 

The remainder of this paper is structured as follows: 
Section 2 overviews the related works, Section 3 summarizes 
the proposed method for EEG signal classification in 

epileptic seizure diagnosis, Section 4 reveals the dataset 
information, and Section 5 discusses the experiments and 
results achieved. Finally, Section 6 concludes the paper. 

 
 

2. Related Works 

 
Tzyy-Ping Jung et.al [5] described the applications of 

Independent Component Analysis (ICA) on biomedical 
signals. The authors stated the examinations on Electro-
cardiogram (ECG) for the analysis of electrical signal 
from the heart, EEG and Magnetoencephalography (MEG) 
applied to brain signal analysis. The hemodynamic signals 
of the brain obtained from Functional Magnetic Resonance 
Imaging (fMRI) were examined. It was also claimed that 
Event-Related Potentials (ERPs) was the time series of 
voltages of continuous EEG that may have been time-
locked and phase-locked into a set of analogous 
experimental events. The authors of [4] demonstrated the 
EEG signal processing using neural networks. Generally, 
the EEG signals are well analyzed to study brain functions 
and distinctive neurological disorders. EEG based source 
localization provides a better way for understanding brain 
dynamics and diagnosis of brain abnormalities using some 
optimization techniques. A noise reduction technique using 
ICA and subspace filtering was presented in [12]. It stated 
that ICA is one of the propitious approaches for blind noise 
reduction or separation. This paper comprised the methods 
for noise reduction based on ICA along with subspace 
filtering. Further optimization has been needed in case of 
eliminating coherent additive noise. 

As a different approach, in [10], Mixture of Experts (ME) 
network structure was utilized for EEG signal classification. 
Moreover, Expectation - Maximization (EM) training 
algorithm was enforced for training the ME. EEG provided 
the key information for the interictal description of 
epileptic disorders and localization of the seizure onset. 
The authors had also described about the Multilayer 
Perceptron Neural Networks (MLPNNs) that comprised 
neurons formed in contiguous layers, which was used in 
the configuration of ME architecture. Further, the survey 
presented in [1] reported the experimentations made on 
real EEG data in a classification framework integrated 
with neuronal platform. It was claimed that the spectral 
distribution of the signal regarding the set of frequency 
bands using Fourier Transform was a vital function of 
preprocessing before EEG noise interpretation. Further, 
a comparative analysis was made on seizure detection 
using EEG signals. The authors have analyzed non-linear 
based features, entropy-based features, wavelet-based 
features and time frequency-based features of EEG signals. 
Lyapunov exponent is a significant parameter involved in 
feature extraction. It is defined as the quantitative measure 
for differentiating the orbit types based on the sensitive 
dependence issues and steady-state behaviors. The paper 
has been concluded with the statement that effective 

 

Fig. 1. Architecture of Neural Network in EEG signal 
classification. 
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seizure detection scheme should have less number of 
false positive results. Mohseni et.al [8] compared the 
performance of the conventional variance-based techniques 
and schemes based on entropies, non-linear time series, 
logistic regression, time-frequency distributions, and 
discrete wavelet transform, for epileptic seizure detection. 
The variance based seizure detection method performs 
better than the other techniques. 

As stated earlier, EEG signals are handled in five 
categories of standard frequency bands. In [9], the 
methodology for EEG classification based on those 
bands has been framed. The method of time delay vector 
construction was also involved in an adept diagnostic 
process. Finally, the variation present in the chaos 
related features of the output differentiated the normal 
and epileptic brain activity. 

Kocyigit et.al [15] designed a MLPNN classifier using 
Fast ICA approach. The Fast ICA approach was used for 
projection pursuit and the computations were performed 
in that aspect. In [19], Wavelet analysis and Genetic 
Algorithm (GA) were used for optimal classification of 
epileptic seizures. The EEG epochs were disintegrated by 
fourth-level wavelet packet decomposition approach based 
on its frequency bands. Genetic Algorithmwas then utilized 
to determine the sufficient feature subsets, which enhance 
the classification performance. The classification is 
performed by a Learning Vector Quantization (LVQ) based 
EEG classifier. Since the process used GA, feature 
selection was focused as the significant process. In another 
aspect, the Wavelet analysis was performed using ME 
network structure [22]. The EEG signals were decomposed 
by discrete wavelet transform in accordance with its time-
frequency representations. The spectral analysis was made 
with the selected data and MLPNN for the effective 
classification. 

Recurrent Neural Network (RNN) containing Eigenvector 
methods was employed in [11] for EEG signal classify-
cation. The process composed of two stages: 

1. Feature Extraction using Eigenvector methods 
2. Classification based on the extracted features 
 
The research also demonstrated the power levels of 

Power Spectral Density (PSD) that were obtained by 
Eigenvector methods. The authors of [20] claimed that the 
Relative Wavelet Energy (RWE) afforded information 
about the relative energy combined with the frequency 
bands of EEG signals and its degree of significance. The 
classification of EEG signals was based on specific energy 
distribution. Instead of using Neural Networks for EEG 
signal classification, Ubeyli [17] used Least Square 
Support Vector Machine (LS-SVM). The spectral analysis 
of EEG signals was formed using Burg AutoRegressive- 
AR, AutoRegressive Moving Average- ARMA, and 
Moving Average-MA methods. Further, a novel approach 
called Probabilistic Neural Network (PNN) was presented 
in [18]. In the appropriate decision making, the work was 

performed in two stages: 
1. Lyapunov exponent computation 
2. Classification using the trained classifier 
 
Denoising the EEG signal is also considered as a vital 

task to be performed before classification. The authors 
of [2] combined two methods namely, Empirical Mode 
Decomposition (EMD) and Higher Order Statistics (HOS) 
for effective signal denoising. The noisy signals were 
detected by Gaussianity estimators and removed. The 
maximum suppression of signal noise was performed with 
thresholding techniques. In [7], the authors performed a 
comparative analysis on the performance of STFT, Wavelet 
Transform (WT), Least Mean Square (LMS) and Recursive 
Least Square (RLS) in the aspect of denoising and 
concluded the paper with the statement that adaptive 
algorithms are the best in denoising the signal. 

EEG signal preprocessing performed with wavelet 
transformation has been described in [13]. The computations 
were completely performed with WT rather than STFT. 
However, the scope could be improved with STFT 
denoising mechanism in further implementations. Next 
to denoising, feature extraction is a significant process 
for EEG classification. In [14], the feature extraction 
techniques were applied for specific application named 
BCI (Brain Computer Interface). The techniques utilized in 
this paper were frequency analysis using Fast Fourier 
Transform, Time analysis, Time-frequency analysis using 
STFT and Time-frequency-space analysis. The MLP Neural 
Network was trained with Back propagation algorithm for 
effective classification of extracted EEG features. An 
alternative approach for EEG signal classification using 
k-means clustering combined with MLPNN was explained 
in [16]. The signals were decomposed into sub-bands by 
Discrete Wavelet Transform (DWT) and clustering was 
performed with k-means algorithm. 

The authors of [21] also presented significant research 
methodologies on EEG signal classification for epileptic 
seizures and brain tumor diagnosis. In [6], wavelet based 
feature extraction algorithm has been utilized to extract 
features based on energy, inter quartile range and median 
absolute deviation. The neural network has then been 
trained with those features to get the appropriate results. 
Moreover, the authors have claimed that further research 
could be carried with classifiers having high potential to 
compute the detection methodology. 

 
 

3. Proposed Work 

 
Being a non-stable signal, appropriate analysis is 

imperative for EEG to discriminate normal EEG signal and 
epileptic seizures. In the present work ICA is used as a 
preprocessing step, STFT for denoising the EEG signals 
and further, feature extraction has been performed based 
on parameters such as Standard Deviation, Correlation 
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Dimension and Lyapunov Exponents. 
Following the parameterization, classification is per-

formed using Feed Forward Back-Propagation Neural 
Network (BPNN) trained using Levenberg-Marquardt 
algorithm and ANFIS classifier. The overall flow of the 
proposed work is presented in Fig. 2. 

 
3.1 ICA 

 
ICA is a statistical technique for the determination of 

latent variables involved in data generation. It uses the 
statistical independence among the hidden variables to 
decompose the multivariate observation data into a linear 
sum of statistically independent parts. s(t) represents a 
d x N source vector, with ‘N’ independent realizations of 
a random variable. ICA uses a linear model where the d x N 
data vector x(t) is generated by: 

 
 x(t)= As(t) (1) 

 
Here, A is an unknown, nonsingular d x d mixing matrix. 

The linear model determines a linear transformation 
with statistically independent basis coefficients. Each 
column of A corresponds to the basis vector and each 
element of the source vector corresponds to the basis 
coefficients. The basis vectors and coefficients are 
estimated from the data vector. The ICA can recover 
unknown sources {si(t)} only when x(t) consists of linear 
mixtures of the source vectors, under a finite number of 
observations {x(t)}. 

 
3.2 Denoising EEG signal 

 
Short Time Fourier Transforms (STFT) are widely used 

for denoising of time dependent signals. STFT of a signal 
consists of the Fourier transform of crossing windowed 
blocks of the signal. In general, the Fourier transform is 
a technique for transforming an input signal from time-
domain to frequency-domain in which time information 
of the signal cannot be found after transformation. 
However, STFT affords both information contains time-
frequency plane. Moreover, it consists of the rectangular 
window for the purpose of effective signal denoising. 
The spectrogram values lesser than a specific range are 
set to zero (thresholding), which results in perfect 
reconstruction of the spectrogram. After removing noise, 
inverse STFT is computed to attain the denoised signal. 
The denoising process consists of three steps, computation 
of STFT of the noisy signal, thresholding, and inverse 
STFT computation. 

 
F(τ, ω)=STFT {s(n)} (2) 

 
The STFT is obtained by performing the DTFT 

(Discrete-Time Fourier Transform) of each windowed 
block. DTFT is calculated using Discrete Fourier Trans-
form technique. Eq. (2) states that, like ordinary Fourier 
transform, the transformed signal F(τ, ω) depends on 
angular frequency ω and the delay parameter τ. s(n) is 
represented as the small portion of the signal and it is 
multiplied with a window function w(n). 

 
Fd (τ, ω)=THR(F(τ, ω)) (3) 

 ������ � �0,																						|�| 
 ����������,																						|�| � ���������� (4) 

Threshold = (max(orig) - mean(orig)) / abs(min(orig)) 
 (5) 
 
Here, THR(a) is the threshold function, Threshold 

represents the threshold value, and orig represents the 
original signal. A threshold value of 0.6 is calculated. All 
data values (a) less than Threshold in absolute value are set 
to zero. This type of thresholding is known as hard 
thresholding, where the detail coefficients greater than 
Threshold are not affected. It is obvious from the above 
equations that a set of all frequency sub bands that are less 
than a particular threshold is equalized to zero. Further, it 
can be used in the inverse STFT function for effectively 
obtaining the denoising signal. 

 
 ���� � �����������,  �! (6) 

 
Fig. 3 reveals the block diagram of denoising performed 

with STFT. The resultant signal is the reconstructed 
denoised signal that would be given for further operation 
called feature extraction. 

 
3.3 Feature extraction 

 
In general, feature extraction is the process of eliciting 

 

Fig. 2. Overall flow of the proposed work 
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significant features from a set of signal collection that 
tends to appropriate classification and disease diagnosis. A 
measure that denotes the extent to which the peaks and 
troughs of a wave differs on an average from the mean 
voltage is said to be standard deviation. After decomposing 
the signals, some significant features can be extracted 
using the standard deviation. For analyzing the statistical 
feature of a signal, the signal’s mean has to be computed. It 
can also be claimed that the mean value is the average 
value of a signal. The signal mean value is determined by: 

 

 " � �
#∑ �%#��%&'  (7) 

 
Here, µ represents the signal mean, where the signal 

contained in x0 through xN-1 and i denote an index that goes 
through these values. Using the above equation, the 
standard deviation is computed as follows, 

 

 ( � ) �
#��∑ ��% * "�+#��%&'  (8) 

 
The signal mean denotes the measured criteria, whereas 

the standard deviation represents the noise and other 
inferences. The results provide two determinations namely; 
signal to noise (SNR) and coefficient of variation (CV). 
SNR is calculated by dividing the mean by the standard 
deviation value. 

 
SNR (dB) = 20 log10(µ/σ) (9) 

CV = (σ/µ)* 100 (10) 
 
For example, if there is a signal with the CV of 2%, it 

may have an approximate SNR of 34 dB. Better signals 
will be having less CV and high SNR. 

Correlation dimension is defined as the measure of 
dimensionality of the space employed by a set of random 
points. The number of independent variables is determined 
by the correlation dimension that is necessary to describe 
the dynamics of the original system. Correlation dimension 
is a measure of complexity of the process being 
investigated and characterizes the distribution of points in 

the phase space. Let the N points in am-dimensional space 
be denoted by x1, x2…xm, and |xi – xj| be the distance 
between any pair of points. For any positive number ε, the 
estimate of the correlation integral is calculated as follows, 

 

 ,-�.� � +
#�#���∑ /	01 * 2�% * 3425%64  (11) 

 
There is a consideration that the pair of points separated 

by lesser distance than distance ∈ is the graphical 
representation of such close pairs. Here, θ(b) is an unbiased 
estimation of the correlation integral. 

 
 ,�.� � ∬"���"�3�/�1 * |� * 3|� �� �3 (12) 

 
The correlation dimension of the EEG signal is 

calculated by using the Grassberger-Procaccia algorithm. 
From the above equations; the correlation dimension of a 
mean signal is defined as follows, 

 

 9 � lim=→'
?@A B�=�
?@A =  (13) 

 
Thus, the result of this section helps in detecting the 

deterministic behavior of signals. 
The Lyapunov exponent of a dynamical system is an 

amount that typifies the rate of separation of infinite close 
curves. It distinguishes various types of orbits in 
accordance with the sensitive dependence on the initial 
conditions. Generally, the Lyapunov exponents can be 
extracted from the observed signals in two different ways: 
One is from the observed time series and another is from 
the equations of motion of the dynamic system [3]. In this 
method, the exponents are estimated based on the motion 
of a dynamic system that affords the estimation of largest 
Lyapunov components. 

Let (x, y) be the two neighboring points in phase space 
at time 0 and n respectively. The distance between the 
point in ith direction are given as ‖D�%�0�‖and ‖D3%���‖ 
respectively. Then, Lyapunov exponent is defined by, 

 

 
‖EFG�H�‖
‖EIG�'�‖ � 2KGH�� → ∞� (14) 

 
In the above equation λi denotes the average growth 

rate of initial distance. It is obvious from the equation that 
the final states of the dynamic system are much different, 
even when the initial states are close. For a particular 
system, the vectors of all Lyapunov exponents are called as 
Lyapunov spectra. 

 
3.4 Classification 

 
The extracted features are fed into a feedforward ANN 

consisting of N inputs, one hidden layer, and K outputs, 
where N is the size of the feature vector and K is the 
number of classes. ANN is a classifier containing large 

 

Fig. 3. Block diagram for denoising using STFT 
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number of simple interconnected neurons which executes a 
simple numerical computational function. This paper 
involves the ANN classifier and Adaptive Neuro Fuzzy 
Inference System (ANFIS) classifier [35]. 

The Levenberg - Marquardt (LM) algorithm is 
incorporated here into the Backpropagation algorithm for 
training the feed forward neural network. The neural 
network consists of an input layer containing the input 
variables to the problem and an output layer pertaining 
solution to the problem. The number of neurons in the 
hidden layer is chosen as 20. The activation function used 
in the output layer of the ANN is a linear function and that 
of the hidden layer is a hyperbolic tangent sigmoid transfer 
function. LM algorithm caters the numerical solution to the 
problem of minimizing a nonlinear function and memory 
limitation of LM training. It also minimizes the sum of 
squares error based on the maximum neighborhood idea. 
As stated earlier, the LM algorithm is the combination of 
the best features of Gauss-Newton algorithm and Steepest 
descent algorithm. Moreover, it does not suffer from the 
slow convergence problem and provides good cost function 
than other training algorithms. 

Let w be the weight vector of each signal and E(w) is an 
error function that has to be minimized. The computation 
of error function having the error terms ei

2(w) for n 
individual errors. It is given as, 

 
 M�N� � ∑ �%+�N�H%&�  (15) 

 
Here, ei

2(w) = (xdi - xi)
2, xdi denotes the desired value of 

neuron i, whereas xi represents the actual output of that 
neuron. 

Using the LM algorithm, a new weight vector for each 
signal w(k+1) can be obtained from the previous vectors as 
follows, 

 
w(k+1) = wk+δwk (16) 

 
Here, δwk is defined as, 
 

δwk =-(Jk
+ f(wk)) (Jk

+ Jk+λI)
-1  (17) 

 
In the above equation, Jk is the Jacobian of the function f 

at wk, λ represents the Marquardt parameter and I is given 
as the identity matrix. The LM algorithm for training the 
Neural Network is summarized as follows, 

i) Error function computation 
ii) Assign minimum value to Marquardt parameter O 
iii) Computation of weight vectors  
iv) If the	M�NPQ�� R 	M�NP�, increase the O and go 

to (iii) 
v) If	M�NPQ�� S 	M�NP�, decrease the O 

vi) Update NP :	NP ← NPQ� and go to (iii) 
 
The trained network classifies the test EEG signal into 

three categories specifically, normal EEG, seizure-free 

EEG, and seizure EEG. Moreover, the Mean Square Error 
(MSE) value has to be smaller to obtain appropriate results. 
Thus, it provides a better methodology for seizure 
detection in clinical practice. 

The ANFIS based classifier is a multilayer feed-forward 
network used to detect epileptic seizures. It is a model 
which correlates inputs through input Membership 
Functions (MFs) and affiliated parameters. The ANFIS 
classifier permits the extraction of fuzzy rules from the 
numerical data set, used for the adaptive construction of 
rule base. The model also correlates the outputs through 
their respective output MFs. The ANFIS classifier learns 
the features in the dataset and adapts the system parameters 
as per the error condition. ANFIS classifier is used in 
biomedical engineering applications for classification, 
modeling, and controlling of real systems. The ANFIS 
classifier uses triangular MFs and the number of MFs is 
equal to 3. The fuzzy if-then rules are based on a Sugeno 
type Fuzzy Inference System (FIS). A combination of 
Least-squares and Backpropagation gradient descent 
method is used for the training the FIS MF parameters. 

Five layers are used to develop the inference system. 
The output signals from previous layer nodes are taken as 
the input signals in the current layer. The nodes in the first 
layer generate fuzzy membership grades belonging to 
the corresponding fuzzy sets by using MFs. The nodes 
in the second layer multiply the incoming signals and 
transmit the output product. The output of a node 
defines the firing strength of a rule. The third layer is an 
intermediate transmission layer. The nodes in the fourth 
layer are adaptive nodes. The output of a node in the 
fourth layer is equivalent to the product of a first order 
polynomial and the normalized firing strength. The fifth 
layer consists of a fixed node which calculates the 
overall output by aggregating all the incoming signals. 

The classifier performance is measured by means 
ofaccuracy, sensitivity, and specificity. These parameters 
are defined by the following formulae: 

 
Accuracy = (TP + TN) / (TP + FN + FP + TN) (18) 

Sensitivity = TP / (TP + FN) (19) 

Specificity = TN / (TN + FP) (20) 
 
TP (True Positive) is the number of correctly classified 

epilepsy cases, FP (False Positive) is the number of 
incorrectly classified epilepsy cases, FN (False Negative) 
is the number of incorrectly classified healthy patients, and 
TN (True Negative) is the number of correctly classified 
healthy patients. Accuracy is the percentage of correct 
classification of epilepsy cases and healthy patients. 
Sensitivity (or) Recall (or) True Positive Rate is the 
probability of the actual positive classes which are 
identified correctly. Specificity (or) True Negative Rate is 
the probability of actual negative classes which are 
identified correctly. 
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4. Dataset Information 

 
The dataset utilized in this research is prepared by the 

Clinique of Epileptology of Bonn University [23]. Single 
channel EEGs are noted from people having different brain 
electrical potential components at a sampling rate of 
173.61 Hz for 23.6 seconds. The acquired EEG data 
contain 3 different cases namely, 

1.  Data of Healthy people 
2.  Epileptic people during seizure-free interval  

 (interictal) 
3.  Epileptic people during seizure interval (ictal) 
 
Each case has five data segments: (Z, O, N, S, F ). Sets 

Z and O are attained from healthy people under the 
condition of eyes open and closed with respect to the 
external surface electrodes. The sets N and F are obtained 
from interictal people. The set F has been taken from 
epileptogenic sections of the brain that represent the focal 
intellectual activity, whereas set N has been taken from the 
hippocampal pattern of the brain that indicates non-focal 
interictal activity. The set S has been obtained from an 
epileptic subject during seizure interval. Each dataset 
contains 100 single channel EEG segments and each 
segment constitutes N=4096 samples. All these segments 
are noted for the subjects with the 128-channel amplifier 
that includes 12 A/D convertors at a bit rate of 12 and 
sampling frequency of 173.61 Hz. 

 
 

5. Experimental Results and Discussion 

 
The proposed work has been tested by acquiring the 

dataset given in the previous section in three patterns: (Z, 
S), (Z, N, S), and (Z, O, N, S, F). All the computations are 
implemented using MATLAB V 7.9. The EEG signals are 
decomposed and preprocessed using ICA. The EEG signals 
and the consequences of ICA are given in Fig. 4. 

 

 

Fig. 4. Original EEG signals and EEG signals after ICA 

Here, the EEG signals are denoised by computing STFT. 
The spectrogram of the signal using STFT after 
thresholding is shown in Fig. 5. The SNR values for the 
ZONSF dataset is given in Fig. 6. 

The denoised signal is then subjected to parameter-
zation. The significant features are extracted using 
Standard Deviation, Correlation Dimension and Lyapunov 
Exponent, which are being randomly distributed before 
training. Here, the trained network is simulated with 
normal and epileptic data. Moreover, the performance of 
classification is determined in terms of accuracy, sensitivity, 
and specificity. In this experiment, the classifier is 
trained with Levenberg - Marquardt training function 
for appropriate classification of EEG signals under normal, 
seizure- free and seizure classes. 

 
5.1 Analysis of datasets 

 
Three datasets (Z, S), (Z, N, S), and (Z, O, N, S, F) are 

analyzed using the Feed Forward BPNN in terms of 
Performance characteristics, Regression analysis, and 
Receiver operating characteristic (ROC). 

 

Fig. 5. Spectrogram of the signal using STFT after
thresholding 

 

 

Fig. 6. SNR values for the ZONSF dataset 
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The analysis has been made with 200 EEG segments (Z, 
S) and their results in signal discrimination are presented 
below. 

The performance of the neural network classifier with 
respect to training, validation, and test performances is 
analyzed and the best characteristic is estimated. The 
training data are used recursively to estimate the weights of 
the candidate solutions. The validation data are used 
recursively to estimate the performance error of the non-
training individuals, stop the training when the non-
training validation error estimate inhibits decreasing and 
avoid overfitting. The percentage of data used for training 
is 70%, test is 15%, and validation is 15%. The training 
data are used to train the classification algorithm, the 
validation data are used to decide the data values based on 
the performances of training data, and the test data are used 
to obtain the performance characteristics. Fig.7. reveals the 
graphical representation over the number of epochs needed 

for attaining the best performance validation and the Mean 
Square Error rate (MSE) at the phase of neural network 
classification of the dataset (Z, S). The best validation rate 
obtained here is 5.9456e-8 at 21 epochs with minimal MSE. 

Fig. 8 represents the regression analysis of the proposed 
approach at the phase of neural network classification of 
the dataset (Z, S). The unit regression value (R) indicates 
an exact linear relationship between the outputs and targets. 

The analysis has been made with 300 EEG segments and 
their results in signal discrimination are presented below. 

Fig. 9 represents the best validation performance graph 
for the second pattern dataset (Z, N, S). The best validation 
rate obtained for this dataset is 0.12593 at its 17th epoch. 
Fig. 10 depicts the regression graph of the analysis of 
dataset (Z, N, S) with a regression rate of R = 0.998. 

This part of analysis comprises 500 EEG signal 
segments and the results are presented below. 

Fig. 11 shows the best validation performance for the 

 

Fig. 7. Best Validation performance-dataset (Z, S) 
 

 

Fig. 8. Regression graph-dataset (Z, S) 

 

Fig. 9. Best Validation performance-dataset(Z, N, S). 
 

 

Fig. 10. Regression graph-dataset (Z, N, S) 
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third pattern (Z, O, N, S, F) of the experimental data. It is 
obvious from the graph that the best validation 
performance is 0.014512 at epoch 25. Besides the related 
methods, the proposed method affords higher performance 
rate accommodating less epochs and MSE rate. Fig. 12 
shows the regression graph generated in the analysis of 
dataset (Z, O, N, S, F), with a regression rate of R = 
0.95802.  

Following that, Fig. 13 reveals the ROC plot 
examination of dataset (Z, O, N, S, F) having 500 signal 
segments. 

The ROC is analyzed as a comparison of true positive 
rate vs. false positive rate. The ROC analysis gives the 
receiver operating characteristic for each output class. The 
ROC plot for a classifier (or) data ideally requires 
achieving unity TPR for zero FPR, i.e., the ROC curve 
needs to occupy the top leftmost corner of the ROC plot. If 
a point on the ROC curve is close to the ideal coordinate, 

higher is the accuracy of the test. If the points are closer to 
the diagonal,lesser is the accuracy of the test. The area 
under ROC curve (AUC) is a measure of the accuracy of a 
diagnostic test. Higher AUC is an indication of accurate 
classification. If the AUC range is more than 0.9 and less 
than 1.0, it is then an excellent classification and if it is 
greater than 0.8 and less than 0.9 the classification 
accuracy is good. 

The AUC for the test curve is 0.98, which means it is an 
excellent classification, followed by the training curve with 
an AUC of 0.96, and the validation curve with an AUC of 
0.91. 

 
5.2 Confusion matrix analysis 

 
EEG signal classification using Feed Forward BPNN is 

compared with ANFIS classifier [35] for three datasets (Z, 
S), (Z, N, S), and (Z, O, N, S, F). The confusion matrices 
of the ANFIS classifier and Feed Forward BPNN for these 
datasets are compared and given in the Tables 1, 2 and 3 
respectively.  

Accuracy, sensitivity, and specificity are computed from 
the values of TP, FN, FP, and TN, using the confusion 
matrices of two classifiers for the three datasets and are 

 

Fig. 11. Best validation performance-dataset (Z, O, N, S, F)
 

 

Fig. 12. Regression graph- dataset (Z, O, N, S, F) 

 

Fig. 13. ROC plot - Dataset (Z, O, N, S, F) 

Table 1.Confusion matrix for (Z, S) dataset 

ANFIS classifier Feed Forward BPNN 
Class Z    S Class Z S 

Z 100 0 Z 100 0 
S 0 100 S 0 100 

 

Table 2. Confusion matrix for (Z, N, S) dataset 

ANFIS classifier Feed Forward BPNN 
Class Z    N S Class Z N S 

Z 100 0 0 Z 100 0 0 
N 0 99 1 N 0 100 0 
S 0 1 99 S 0 0 100 
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given in Table 4(percentage values). 
Results obtained in Table 4 shows that the present work 

results in a potential classification. Table 5 presents a 
comparison between our approach and the other existing 
methods that have used the same dataset for the same 
application. For the first and second classification 
problems, accuracy of 100% is obtained which is better 
than the other results. In the case of the third classification 
problem, the accuracy of our approach is 96.20% and the 
decrease in accuracy is due to misclassifications. 

 
 

6. Conclusion 

 
In this paper, a method has been proposed for effective 

classification of EEG recordings as normal and seizure. 
ICA is used as a preprocessing step and STFT has been 
incorporated for signal denoising. It is followed by the 
feature extraction process on the basis of three parameters 
that is, standard deviation, correlation dimension and 
Lyapunov exponents. Parameterization excerpts the 
significant features of the EEG signals that are given to the 
trained neural network for classification. Initially the neural 
network has been trained with an effective LM training 
algorithm to obtain the results in an optimal number of 

epochs. EEG signal classification using Feed Forward 
BPNN performs better than to theEEG signal classification 
using Adaptive Neuro Fuzzy Inference System (ANFIS) 
classifier in terms of accuracy, sensitivity, and specificity. 
Three datasets (Z, S), (Z, N, S), and (Z, O, N, S, F) were 
tested to validate the performance of the proposed 
approach for EEG signal classification. The results showed 
that both Feed Forward BPNN and ANFIS classifiers 
resulted in satisfactory classification accuracy percentages, 
although the influence of Feed Forward BPNN was a little 
better than that of ANFIS classifier. This method affords 
reliable computerized methodology for appropriate EEG 
signal classification and better decision making for 
epileptic seizure diagnosis in clinical practice. 
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