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Traffic speed is an important measure in transportation. It can be employed for various purposes, including
traffic congestion detection, travel time estimation, and road design. Consequently, accurate speed prediction is
essential in the development of intelligent transportation systems. In this paper, we present an analysis and speed
prediction of a certain road section in Busan, South Korea. In previous works, only historical data of the target link
are used for prediction. Here, we extract features from real traffic data by considering the neighboring links. After
obtaining the candidate features, linear regression, model tree, and k-nearest neighbor (k-NN) are employed for both
feature selection and speed prediction. The experiment results show that A-NN outperforms model tree and linear
regression for the given dataset. Compared to the other predictors, A~-NN significantly reduces the error measures
that we use, including mean absolute percentage error (MAPE) and root mean square error (RMSE).
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1. Introduction

Traffic speed measures the average speed of
all vehicles passing on a particular road in a
certain period of time. It is an important measure
in transportation as it can be employed in various
ways, including traffic congestion detection, travel
time estimation, and road design.
accurately is

Predicting traffic speed

important in the development of intelligent
transportation system as it, for instance, can warn
users about the potential traffic congestion as well
as suggest the fastest route for travel. However,
traffic speed is highly influenced by the traffic
flow and occupancy of the road which in turn are
affected by several factors, for example traffic
incidents, weather conditions, time of the day, and

day of the week. These features make it difficult
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to predict the traffic speed accurately.

In practice, the speed prediction problem
can often be seen as time series prediction where
we predict the future value by looking at current
and historical data. The main idea behind time
series prediction is that time series data have two
different properties: partially deterministic and
partially chaotic (Wu et al, 2004). Future
prediction is obtained by reconstructing the
deterministic factor from the available data and
predicting the random behavior caused by
unknown factors.

There are a lot of methods that have been
proposed for time series prediction, for example:
moving average and Autoregressive Movi ng
Average (ARMA) (Rout et al., 2014), exponential
smoothing (Billah et al., 2006), linear regression
(Nottingham and Cook, 2001), Artificial Neural
Network (Kim et al., 2004), and Support Vector
Regression (Wu et al., 2004).

With the fluctuate nature of the speed data,
choosing the correct prediction method is essential
in obtaining good prediction accuracy. In this
paper, we use k-nearest neighbor algorithm to
solve the speed prediction problem.

k-nearest neighbor algorithm (k-NN) is one
of the oldest and simplest machine learning
algorithms. It works by looking for & most similar
items in the training data to the given query and
combine the result to give the desired output.
k-NN has been widely applied and giving good
results in various machine learning problems such
as image classification (Boiman et al., 2008),

optical character recognition (Matei et al., 2013),
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and forecasts (Mizrach, 1992; Fernandez-Rodri
guez et al.,, 1999).

There have been several researches on
traffic  prediction  problem.  Although not
specifically dealing with speed prediction, they
provide a general approach on how researchers
deal with traffic prediction problem. Sun et al.
(2003) use local linear regression model for traffic
forecasting. Wu et al. (2004) use Support Vector
Regression to solve travel time prediction. Xie et
al. (2007) use Kalman filter with discrete wavelet
decomposition for forecasting traffic volume.

In most of those researches, only historical
data of the target link are used for the prediction.
Here we try to improve the prediction by taking
the neighboring links data into consideration.

The rest of this paper is organized as
follows. The following section provides the
formulation of speed prediction problem. In section
3, we describe the k-nearest neighbor algorithm.
Section 4 gives the experimental procedure and

result. Conclusion is given in the final section.

2. Problem Formulation

Let ¢ denote the current time, xj ; denote the

predicted speed for link i at time j, and ; ; denote
the actual speed for link i at time j. Given the
current and historical speed data z;; for
t € all links and t — n < j < t, we want
to predict the future speed for some link & at time

(t +m) for some positive values m ($Z$(t+ m))- M
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is called the prediction horizon. It specifies how
many steps ahead we want the prediction to be.
(n+1) is the window size. It determines how
many steps behind we are willing to look back to
make our prediction.

Now, let X; denote the vector containing all
current and historical data (Z; ;), and to simplify
the notation let y: and ¥; denote the predicted and
actual speed for the target link at time j
respectively as shown in <Figure 1>. Then what
we need to do is to find an unknown function f

which maps X; to the future value as accurate as

possible.
actual (X} prediction [F{x,;]]
Xir-n Xir-z Xiz-1 ¥ Yee1 Yeaz Yism
t t t t t +—>
f-n t-2 -1 t t+1 t+2 t+m
|
N v o e v o o v 4 1 ¥ e 0 o g ot oo .
¥ ¥ ¥
historical currvent future

(Figure 1) Speed Prediction Problem

f= argfmin Liy"y) (1)

where L is a loss function, y;+m =f (X]’): and
(y*, y) denote the vector of predicted and actual

speed respectively.

3. k-Nearest Neighbor Algorithm

k-nearest neighbor algorithm (k-NN) is a

non-parametric method that can be used both for

classification and regression. It is a type of
instance-based learning or memory-based learning
(sometimes is also called lazy learning) where
computation is done locally for each query point.

In training phase, &-NN simply saves all the
training examples and uses them to predict the
next example. When given a query, it identifies k
most similar (nearest) items in the training
examples to the query and combines their values
to provide the result. Minkowski distance is often
used to measure the distance between the examples

and the query point:

1/p
17 (x;,%) = (Z|x;‘,a - xq.i|p) )

Let NNM(k, xq) denote the set of k& nearest
neighbors of query xq. For classification, we take
the plurality vote of the neighbors to assign class
to X¢. When doing regression, we can take the
mean or median of the neighbors, or solve the
linear regression problem of the neighbors (Russel
and Norvig, 2010). From this point onward we
will talk only about regression case.

A variation of A-NN is distance-weighted
k-NN, first proposed by Dudani (1976). In distance-
weighted A-NN, each neighbor is given weight
depending on its distance to the query point, i.e.
closer neighbors are weighted more than the
farther ones. An example is shown in <Figure 2>.

The weight for j-th nearest neighbor is defined as

d — d;

©)
1, dk - d1
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(Figure 2) An example of weighted
kNN with A = 3

where d; denotes the distance of i-th nearest
neighbor to the query point. The weights are then

normalized such that they sum up to 1, i.e.:

Zk:wi =1 4
i=1

The result for the query is then made by

using weighted mean as shown in Equation (5).

I
y= z LR (5)
i1

One significant drawback of the A-NN is
their sensitivity to changes in the input parameters,
e.g. the number of nearest neighbors, the
weighting function, the prediction horizon, and the
length of the query vector (Yankov et al., 2006).
The best choice of & depends on the data. We can
use cross validation or experiment with some
different values to choose the best k& for our data.
The length of query vector is determined by the

features we have. A good set of features will give
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k-NN a good accuracy and vice versa: the
performance of &-NN can be severely degraded by
the presence of noisy or irrelevant features. Feature
selection can help with this problem. With feature
selection we select a subset of features that allows

our algorithm to learn the best model.

4. Experimental Procedure and Result

4.1 Dataset

The speed data is provided by Busan
Transportation Center. It consists of 6 day-average
speed data for all links in Busan road between
April 30 and May 5, 2013. The speed data are
updated every 5 minutes.

From these data, we select three weekday
data for our experiment: from April 30 to May 3
excluding May 1, since it was public holiday. We
examine a link that is a part of Beonyeong-ro road
in which the speed changes dynamically during the

day as shown in <Figure 3>.
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(Figure 3) Daily speed in a section of
Beonyeong-ro road for April 30, May 2,
and May 3, 2013
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We experiment with two different kinds of
dataset. For the first one, we only use the
historical value of the target link. In the second
one, we include the speed data of some
neighboring links which begin from the toll exit
and end at the end of Beonyeong-ro road as shown

in <Figure 4>.

(Figure 4) The links chosen for the dataset
(Beonyeong-ro), The target link is colored in
red, the blue ones are the neighboring links

4.2 Prediction Method

Weighted 4-NN is used to predict the future
speed values. We use Euclidean distance for the
distance measure and we experiment with different
values of k. For performance comparison, we also
apply linear regression and M5 model tree to
evaluate the performance of A-NN.

Linear regression predicts the future value

by assuming that the relationship between future
value and current and historical data is linear. In
other word, future value is represented as dot
product of weight vector and historical data as
shown in Equation (6). &; is called the error term
which represents any other factors that influence
the target value (¥;) other than X;. Often this value

is defined as a constant.

Vi = WX+ WaXjo + o+ WX, &

(6)

:W'Xi+€i

M5 model tree divides the data space into

smaller subspaces using divide-and-conquer
approach (Sattari et al., 2013). It then builds a
linear regression model for each subspace. It is one
kind of decision tree based regression which uses
the concept of local model. This approach differs
from regression tree in which for each leaf a

constant value instead of linear model is predicted.

4.3 Error Measurement

The performance of the predictors is
measured using mean absolute percentage error
(MAPE) and root-mean-square error (RMSE)

measures.

100%
MAPE = — Z

i=1

Vi — Vi
Yi

@)

RMSE = (8
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4.4 Experimental Procedure

We begin by preprocessing the data,
followed by performing feature selection, building
the model (training), testing the model against the
test set, and measuring the performance as shown

in <Figure 5>.

Data Feature Building the
Preprocessing Selection Model (Training)
. Measuring
Testing —| perormance

(Figure 5) Experimental Procedure

In preprocessing step, the data are converted
into six datasets using prediction horizon from one
to six (predicting one to six values ahead). The
windows size parameter is set to six (we use the
speed data from time until ). Then we randomly
split the dataset into two partitions: 70% of the
data are used for training set and the rest 30% are
used for testing.

Forward feature selection is used to find the
best subset of features for our learning algorithm.
We use wrapper method for this purpose. In
wrapper method, we evaluate the subset of features
using each of the machine learning algorithms that
would be employed for learning. Ten-fold cross
validation with MAPE as performance measure is
used to evaluate the feature subset.

In training step, we train the models for
each of the algorithms using the training set that

we have prepared before. To find the best model
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for &-NN, we perform ten-fold cross validation to
the training data using some different values of £:
1, 2, 3, 5, 7, 10, 15, 20, 30, and 50. The same
value of k is also used in the feature selection step.
The resulting models are then applied to the test
set. MAPE and RMSE are used to evaluate the

performance of each model.

5. Result

The result of A-NN experiment with
different values of & using only historical data and
including neighboring links is shown in <Table 1>
and <Table 2>. <Table 1> shows that for historical
data, ~-NN tends to obtain best performance when
k is large. The opposite characteristic is displayed
in <Table 2>. When including neighboring links as
features, k-NN obtains the best

performance when £ is small but greater than one

candidate

for all prediction horizons, except when the
horizon is one. This indicates that historical data
cannot really capture the similarities between
instances. The result is, when using small %, it
yields large variance.

In <Table 3>, we show the performance
comparison of the models learned using only
historical data and the ones learned by including
the neighboring links data (All). All methods
produce better results when trained by including
neighboring links data for all prediction horizons,
except for ~-NN which lost by a small margin on
prediction horizon of 1. This suggests that a better

set of features can be obtained by inspecting the
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(Table 1) Average validation error of ANN
using only historical data

Prediction Horizon

(Table 2) Average validation error of A~NN by

including neighboring links data

Prediction Horizon

k 1 2 3 4 5 6 k 1 2 3 4 5 6
1 8.98% |13.95% [16.43% | 17.38% | 19.02% | 22.26% 1 9.02% [13.83% | 15.76% | 17.18% | 19.30% | 20.72%
2 | 7.51% |11.21%13.03% | 14.45% | 16.17%| 17.81% 2 | 7.18% | 7.60% | 7.60% | 8.06% | 8.14% | 8.11%
3 | 6.82% |10.63%|12.78% | 14.04% | 16.02% | 17.20% 3 | 696% | 7.76% | 8.17% | 8.62% | 9.10% | 8.94%
5 | 6.64% | 9.85% |11.92%|13.37% | 15.22% | 16.34% 5 | 6.57% | 8.26% | 8.63% | 9.24% | 9.57% | 9.65%
7 | 6.47% | 9.52% |11.62% | 12.96% | 14.68% | 16.12% 7 | 653% | 8.19% | 8.80% | 9.35% | 9.83% | 9.97%
10 | 6.29% | 9.55% |11.38% | 12.83% | 14.47% | 15.74% 10 | 6.27% | 8.42% | 8.84% | 9.59% | 9.85% |10.42%
15 | 6.12% | 9.23% | 11.20% | 12.63% | 14.23% | 15.42% 15 | 6.15% | 8.58% | 9.05% | 9.70% |10.29% | 10.71%
20 | 6.03% | 9.21% [11.14% | 12.60% | 14.11% | 15.42% 20 | 6.00% | 8.55% | 9.22% | 9.77% |10.42% | 10.99%
30 | 5.94% | 9.02% |11.03% | 12.40% | 14.01% | 15.32% 30 | 5.93% | 8.50% | 9.36% |10.10% | 10.70% | 11.40%
50 | 5.88% | 9.11% |11.01%|12.51% | 13.98%| 15.35% 50 | 591% | 8.50% | 9.75% |10.37% | 10.98% | 11.72%

R Prediction Horizon R Prediction Horizon
k 1 2 3 4 5 6 k 1 2 3 4 5 6
1 7.859 | 11.382 | 13.391 | 13.901 | 15.638 | 17.252 1 7.882 | 11.583 | 12.440 | 13.597 | 15.806 | 16.261
2 6.709 | 9.025 | 10.364 | 11.282 | 12.208 | 13.140 2 6.379 | 6.574 | 6.656 | 6.901 | 6.997 | 7.056
3 6.007 | 8.536 | 9.807 | 10.642 | 11.732 | 12.462 3 6.118 | 6.507 | 6.853 | 7.263 | 7.443 | 7.426
5 5.829 | 7.814 | 9230 | 10.096 | 11.109 | 11.751 5 5753 | 6.537 | 6.970 | 7.260 | 7.456 | 7.588
7 5715 | 7.692 | 9.012 | 9.856 | 10.711 | 11.508 7 5.838 | 6.550 | 7.105 | 7.297 | 7.621 | 7.718
10 | 5.594 | 7.768 | 8.862 | 9.746 | 10.665 | 11.238 10 | 5.598 | 6.642 | 7.045 | 7.499 | 7.654 | 7.899
15 | 5.495 | 7.548 | 8.735 | 9.607 | 10.509 | 11.111 15 | 5537 | 6.981 | 7.098 | 7.599 | 7.879 | 8.140
20 | 5486 | 7.552 | 8706 | 9.641 |10.456 | 11.134 20 | 5459 | 7.031 | 7.220 | 7.610 | 8.039 | 8.256
30 | 5444 | 7.448 | 8.619 | 9.532 | 10.363 | 11.060 30 | 5446 | 6.994 | 7332 | 7.844 | 8.169 | 8.606
50 | 5423 | 7.492 | 8.627 | 9.587 | 10.384 | 10.994 50 | 5420 | 7.035 | 7.837 | 7.946 | 8.291 | 8.843

(Table 3) Performance comparison of models trained using only historical data
and by including neighboring links data
(LR = Linear Regression, M5 = Model Tree, &-NN = k-Nearest Neighbor)

N R RMISE MAPE RVISE MAPE RMSE
1 |596% | 5.97% | 5.541 | 5.549 1 |590% |584% | 545 | 5.263 1 |596% | 596% | 5.591 | 5.554
2 | 899% | 7.03% | 7451 | 6.178 2 |9.02% | 8.36% | 7.476 | 6.95 2 [9.28% | 8.86% | 7.675 | 7.258
3 |11.16%| 8.18% | 8.579 | 6.782 3 [11.21%] 9.99% | 8.554 | 7.762 3 [11.59%[11.07%| 8.887 | 8.529
4 |13.23%] 7.82% | 9.895 | 7.023 4 [13.42%](10.79%] 10.078 | 8.368 4 [13.84%|12.60%] 10.529 | 9.805
5 |14.20%| 8.10% | 10.472 | 6.861 5 |14.18%|11.33%| 10.519 | 8.401 5 |14.76%|13.21%| 11.092 | 9.972
6 [15.49%| 7.98% | 11.209 | 6.834 6 |15.35%[10.93%| 11.21 | 8.386 6 [16.11%|14.47%]| 11.827 | 10.756
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neighboring links and that the speed of the target
link is not only related to its historical values, but
also to its neighboring links.

<Table 4> shows the performance
comparison of our predictors. While model tree
wins by a small margin on the first horizon, &-NN
clearly dominates on all other horizons. It
outperforms the other methods both in terms of
MAPE and RMSE. The performance of A-NN is
very stable across different prediction horizons,
giving MAPE between 6% and 8% and RMSE
between 5 and 7, while the performance of the
other methods deteriorates as the prediction

horizon increases.

(Table 4) Performance comparison
of the predictors
(LR = Linear Regression, M5 = Model Tree,
k-NN = k-Nearest Neighbor)

Horizon MAPE RVISE

LR M5 | kNN LR M5 | NN
1 5.96% | 5.84% | 5.96% | 5.554 | 5.263 | 5.541
2 8.86% | 8.36% | 7.03% | 7.258 | 6.95 | 6.178
3 11.07%] 9.99% | 8.18% | 8.529 | 7.762 | 6.782
4 12.60%10.79% | 7.82% | 9.805 | 8.368 | 7.023
5 13.21%11.33%| 8.10% | 9.972 | 8.401 | 6.861
6 14.47%110.93% | 7.98% | 10.756 | 8.386 | 6.834

6. Conclusion

From the experiment, we have shown that
by including the neighboring links into candidate
feature set, we can obtain a better accuracy for our
model. Out of the three methods compared, A~-NN
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has proven to be superior to both linear regression
and model tree. Apart from the first dataset
(prediction horizon = 1) in which model tree wins
by a little margin, &-NN outperforms the other
methods in the other prediction horizons, both in
terms of MAPE and RMSE. A-NN also gives
stable accuracy, unlike the other methods whose
performance deteriorates as the prediction horizon
increases.

In future work, we will experiment with
various target links and data of longer period. We
will also investigate a formal method in identifying
good candidate feature set to further improve the
performance of our learning algorithm and

accelerate the learning process.
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