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An Opportunistic Channel Access Scheme for Interweave
Cognitive Radio Systems

Sivasothy Senthuran, Alagan Anpalagan, Hyung Yun Kongpkdtarmokar, and Olivia Das

Abstract: We propose a novel opportunistic access scheme for cog-throughput of each slot neglecting the impact on the futare p

nitive radios in an interweave cognitive system, that condiers the
channel gain as well as the predicted idle channel probabtly (pri-
mary user occupancy: Busy/idle). In contrast to previous wik
where a cognitive user vacates a channel only when that chaah
becomes busy, the proposed scheme requires the cognitiveeuso
switch to the channel with the next highest idle probabilityif the
current channel’s gain is below a certain threshold. We dere the
threshold values that maximize the long term throughput forvari-
ous primary user transition probabilities and cognitive user’s rela-
tive movement.

Index Terms: Channel switching threshold, cognitive radio, oppor-
tunistic access, primary user traffic.

I. INTRODUCTION

tential throughput. Hence, this myopic scheme was modealed a
a static optimization problem rather than a sequentialsitati
making process. It was not only simple and robust, but also
proved to be optimal under the independent and identicagly d
tributed Gilbert-Elliot channel model [9]. It was proposed8]
that a cognitive user senses the most probable idle chamnel i
each slot, and if primary user’s traffic is positively coateld, the
cognitive user occupies that channel until it becomes Huesy,
until the primary user starts to use that channel. In thakwtbe
channel fading characteristic was not considered; herea,i&
the cognitive user occupies a weak channel, it will stay with
that channel until it becomes busy. There could be other-chan
nels with good channel gains that are potentially idle fa g
cognitive users. This motivates us to investigate a new roblan
switching strategy in cognitive radio systems.

In this article, a channel switching scheme based on the pri-

Opportunistic communication over fading channels is a wetiary user channel occupancy statistics as well as the dognit

studied subject where the adaptive radio resource altocatnd

user’s received signal to noise ratio (SNR) is proposedyaad

multiuser selection in transmission often exploit the ciedn and verified for a cognitive radio system. Rather than stayin

fading characteristics [1]. The limited frequency spectrand
under-utilization of the assigned spectrum triggered temrfor

a channel when the cognitive user’s received SNR goes below
a threshold, a cognitive radio switches to the channel vhiéh t

opportunistic spectrum sharing [2], [3] among users. The¥sus next highest idle probability to improve the throughputll&e-
who own the spectrum get higher access privilege, and the amg the formulation of this channel switching problem, o
portunistic users (also known as cognitive users) usualtk | switching thresholds that maximize the long term throudlobu

for opportunistic channel access. In an interweave cogniti-

the cognitive radios are analytically found for differeminpary

dio system, the unoccupied spectrum holes should be shgredibers’ traffic characteristics using a Markov chain modeir O

cognitive users with minimal collision [4]. That is, an effve

contributions in this article can be summarized as follows:

sensing scheme should be used to find the vacant channels iAnalytically evaluating the throughput performance of g-co

order to avoid collision. There are many spectrum sensigar-al

rithms proposed in the literature with different technig|{f].

nitive user with channel switching for different traffic cha
acteristics of primary users and the relative motion (Deppl

The objective of a channel access scheme is to maximize thespread) of cognitive users.

long-term throughput of a cognitive user with minimal irfiezr

ence to the primary users. In [6], multi-channel opporttiis

e Proposing an opportunistic channel switching algorithr an
analytically obtaining the optimal channel switching e

sensing was proposed where a cognitive user senses theethanrold for an interweave cognitive radio system. _
before the access and the cognitive user is limited to semge o The rest of the article is organized as follows. Section Il
one channel at a time. This problem is treated as partially atescribes the system model under consideration. Section I

servable Markov decision process for generally correlekeoh-

analyzes the performance of the proposed interweave access

nels and their proposed optimal access scheme is intraciadl scheme with two primary channels first and then with multiple
computationally complex. A simple myopic access scheme waigmary channels. Finally, this article concludes with suany
proposed in [7] and [8], and it was designed to maximize ti@ad future work in Section V.
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IIl. SYSTEM MODEL

We assume that there are many primary user channels, and
one cognitive user pair tries to access an idle channel., Also
assume that a cognitive user can sense/access only one chan-
nel during a time slot and occupies that channel if it is idle;
otherwise, it waits for the next time slot. After each segsin
the cognitive user updates the belief vectdf’) of the primary

1229-2370/14/$10.0q0) 2014 KICS
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! @ Fig. 2. Markov channel model for occupancy of a primary user.

selected for sensing. The cognitive user communicatesreppo

Fig. 1. System model (2 primary user channels and 1 cognitive user tuniStica”y by using the idle channels _Of the prirr_lar)_/ US;@
pair). primary user channel state (busy or idle) predication i®finc

porated with our channel switching strategy. Wh&n > Pg;,
tQ]e probability of an idle channedtgte 1) during the current slot

user occupancy as given in (1). More details about the beIloecoming idle in the following slotR;;) is higher than that of

vector and their update are provided later. If the first Hadlie, a busy channek{ate B) becoming idle Ps/). Therefore, when

then it will transmit in that slot and updates the belief wect o .
(IT¥) of the cognitive user's received SNR. During the next tim@ cognitive user senses a channel as idle and when- P,
: it is better to transmit during that slot and stay in that chan

iligt};flfzgﬁggmt Crhe?:irilgtieolﬁ g:?g\yoﬁslreoiﬁ:ﬁiﬂzyc ’g I(; nel, since there is a higher probability that the channdllvet
P : 0% ome idle during the next time slot. On the other hand, when

user will sense the same channel. Otherwise, based on the pr Poth bability of an idle ch | during th
mary users occupancy predictioli{), the cognitive user will ~ 21 > P t € probabl Ity of an | '€ channet uring the cur-
' rent slot becoming idle in the following slof(;) is lower than

switch the sensing to the m_ost probable idle channel othm U}hat of a busy channel becoming idiB4;). Therefore, when a
the current channel. The primary user’s occupancy stattigre ognitive user senses a channel as idle and wi > Pry

tion and_ received SNR state_ prediction mod_els are explamedﬁ is better to transmit during that slot and move out of that
subsection II-A and subsection II-B, respectively.

In this work, the initial analysis is done for a system that h ghannel in the_next slot, since ther_e is a higher probal:thmt

. . . . . he channel will become busy during the next time slot. The
two identical but independent primary channels and oneieogn L .
. . . : Steady state probability gtate | andstate B can be written as
tive user that tries to opportunistically occupy a primasemu

channel as shown in Fig. 1 Pr = Pp;/(Ppr + Prg) andPg = 1 — P;, respectively.

B. Channel Gain Sate

. . . The channel gain state modeling is taken from [12]. In a rich
We use a multi-channel cognitive radio system to develop our | . . ; ) .
: . : multipath propagation environment, the instantaneousived

access scheme. There aveindependent, stochastically iden- . . . . T
sg;nal amplitude is commonly modeled with the Rayleighrdist

tical slotted channels, each of which is modeled using a t\% . . :
state Markov chain [9] as in Fig. 2. The busy and idle state o%'tlon' A slowly varying Rayleigh channel can be modeled as
S a finite state Markov channel [13] by partitioning the reegiv

the channel are denoted witete B and state |, respectively. o : . .
o . : D SNR, which is proportional to the squared of the received sig
The transition probability of this Markov chain is denoteg b ; . - .
nal amplitude, into a finite number & non-overlapping states.

{Pyr}qr=B,1- P11 denotes the probability that a channel be; . . e
comes idle in the next time slot given that it is idle during thAS mentioned in [14], this first order Markov model accurytel

o models the practical fading channel for packet/block leesh-
current slot.Pp; denotes the probability that a channel becomen?unication when the block length is sufficiently large. hete

idle given that the channel is currently busy; that s, thebpr the normalized SNR at the receiver when the transmitter powe

bility thatt a primary user leaves the channel du_r_mg the timdt iS Poower- The pdf ofh is exponentially distributed and can be
slot after occupying the current slot. The cognitive usersuse : : .
written as, wheré, is the average received SNR.

any learning algorithms to model the primary user statgti©],

A. Channel Occupancy Sate

[11]. Another approach is to use databases where thesg- stati B — 1 (_L) 5

tics can be stored and provided to cognitive users upon stque p(h) = ag€s "0/, forh >0. (2)

The idle probability of channel(I19) is updated after each slot

based on the sensing outcome [6]. Thatis, Let H = {H;, H,} denote the state space of the finite state

Markov channel. The Rayleigh fading channel is said to be in
Pr1. cased;; stateH; and H;, when the received SNR is in the intery@lT")
1t +1) =< Ppr, caseds; and ', 00), respectively. LetPy, and Py, denote the steady

9 (t)Pry + (1 — 19 (t)) Py, caseds state probabilities associated with statés and H;,, respec-

(1) tively. Hence, Py, = fOF p(h)dh = 1 — exp(—I'/hg) and
where casé; and cas@. denote that at time, the channel Py, = exp(—T'/ho). We assume that the Rayleigh fading chan-
is selected for sensing and it is idl&dte 1) and busy ¢tate B), nel is slow enough so that the received SNR remains within the
respectively. Casg; denotes that at timg the channel is not certain state for the duration of a block.
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PH;Hh whereE; (z) = [t e "!dt, x > 0. Similarly, Ry, can be
found.
R ‘v’]_i ~ The probability of a channelbeing in statef7;, (I17)is up-
PH,H, ! \ T P dated after each slot based on the sensing outcome. That is,
! n (Lowy ! H,H,
\\ _7 SO i/’ PH H
----- ST P, iy casey;;
Fig. 3. Two sate Markov channel model for gain state (SNR) of a cogni- nft+1) =< Pumu,, caseys;
tive user. 02 (t) Py, g, + (1 — 1 (t)) Py, i, , casexs
(7)

where casg; and case, denote that at time, the channel is
\,%(?Iected for sensing and it is sensed as idle. During thertrsn

Ion it is found that the channel is stdig and H;, respectively.
riasexg denotes that at timg the channel is not selected for
aensing or sensed as busy.

The transition probabilityPy, i, from stateH, to stateH
is approximated by the ratio of the expected number of le
crossings at the received SNR)(and the average transmissio
rate in state;. Similarly, the transition probability?s, z, from
stateH), to stateH, is approximated by the ratio of the expecte
number of Igvgl crossings at the received SNRnd the aver- = channe Access Scheme
age transmission rate in statg,. Let the number of blocks per ) ) .
second of the block-fading channel Bg;, so the average num- As men'gloned earlier, our proposed access scheme incorpo-
ber of blocks/second during which the channel is in stéités rates prediction of the primary user occupancy state and SNR

Rl, = Py, Rp. Therefore, the crossover transition probabilitieg! the cognitive user. Therefore, even when the currentioélan
can be written as has higher probability to become idle during the next tinog, sl

N () if the cognitive user’s predicted SNR is below a threshalj (
Py, = R (3) thenthe cognitive user switches the sensing to the othemeha
o B to potentially improve the throughput in the proposed sahem
and similarly, The cognitive user switches the channel for sensing dueeto th
P, ~ &{) (4) following two cases:
Ry i) Case 1: The cognitive user’s predicted SNR of the current

whereN (I') is the expected number of times per second the re-channel for the next slot is lower than the threshalpidr, -
ceived SNR passes downward across the corresponding thrdgrhCase 2: The cognitive user senses that the channel is busy

old I" and is given by [12] and [15], (when PIII > Ppgr) or idle (whenPg; > Pry) during the
current slot.
ol (%r) The proposed channel access scheme is described as follows
N () = h—ofme o () (See Fig. 4 for corresponding flow chart):

1. Initially the idle probability for all the channels is dettheir
In this expressionf,, = v/ is the maximum Doppler fre-  steady state probability{z;/(Pg; + Prg)), if not known.
quency, where is the speed of the mobile terminal ands 2. Select the most (or second most, from step 4) probable idle
the wavelength of the radio wave. The transition probahbdit channel grg max 19 (t)) and sense. Update the occupancy
staying in the same state can be found”s,y, = 1 — Py, m, belief (1)
and Py, u, = 1 — Py, ,. Average channel capacitRg, ) in 3. If it is available, occupy that channel (transmit and upda
stateH;, (assuming unit bandwidth) can be calculated from (2) the channel gain belief) during that slot else go to step 2 and

as follows [16]: wait for the next slot.
. 4. During the transmission if the corresponding receivedRSN
Ry, = / log, (1 + h)ieﬁ—f dh, is above a specified threshold, go to step 2 and sense the most
r ho probable idle channel or else sense the second most probable
1 e —h idle channel.
R, = hoIn(2) /F (1 + hjeTo dh In the proposed system model, the cognitive user can sense
o only one channel at a time. If that channel is idle, then otly i
by substitutingl + 7 = 1, will transmit and get the channel information. Hence, a ¢ogn
1 0 e tive user has very limited information about the ‘channghga
Ry, = 7/ In(ep)e™ "o dip state’ compared to the ‘channel occupancy state’. Alsd thi¢
hoIn(2) Ji4p proposed algorithm, cognitive user can operate with a gmpl
eho™ o = round robin access scheme. That reduces the processing com-
" holn(2) /1+F In(y)e o dy plexity of the cognitive user. Therefore, it is implemengasd A
e R cognitive user always senses the most probable idle chatinel
_.e” (—ho) <{€Lh0 1““/"}00 7/ e ddf) that channel (that is the sensed most probable idle chagine$
hoIn(2) T Jigr ¥ lower SNR, then cognitive user senses the second most deobab
a1 idle channel.
_ e {M + B <1 + F)] (6) We consider in the following sections that primary user’s oc
In(2) e’ ho cupancy and cognitive user’s received SNR are positivelieeo
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Table 1. State classification for analysis purpose.

State|| State of the lastslot | State of the last slot
of the previous channg| of the current channel
.| Basedon 1© and nt"’ select the channel Sl 62 62
g (Algorithm) S 52 54
v S3 &2 &3
Sense and update channel state S4 54 52
belief vector, °® S5 54 54
Se &4 &3
No Idle? S7 53 52
Ss &3 &4
ves Sy &3 &3
Transmit and update the channel gain
belief vector, "
A cognitive user may leave a channel if, either the occupancy
state of the channel is bugys) or the predicted SNR during

the next slot is low §») or both (&,). If the channel is in state
Fig. 4. Flow chart: Channel access scheme in an interweave cognitive &, cognitive user may stay in that channel. For the analyg‘ps pu

system. pose, we model the problem into nine different states based o
. e — e the last state of the current channel and previous chanriel as
- N = Table 1. Based on the state classification, the state tiemsit

1 T2 0] L possibilities can be derived as in (9).
@) (®) S Sy S3 Sy S5 S S; Ss Sy

S * *x  x - - - - -
Fig. 5. Sensing cycle: (a) One cognitive user accesses the primary !

user channels when P;; > Pg; and (b) cognitive user switches the Sol = — — x ok x = = =
channel either due to, the current sensed channel is in busy state or Ss - - - - - - * * *
the predicted SNR of the current channel for the next slot is lower Sy * * O
than the specific threshold.
T=S5| - — — % % x - = =
Se| — — — — - — % x x
lated. Thatis,Pr; > Ppr and Py, g, > P, m,. In that case, Sel* x x - - - - = =
the algorithm will be simplified as follows: Ss| — — = % kK= = =
1. Sense the channel, if it is idletdte 1) transmit during that So\— — — - - - * *x x
slot and go to step 2 else swifcthe channel and wait for the . . (9)
next slot to sense again (step 1) We do the analysis based on the above nine states. Each ef thes

2. During the transmission if the received SNR issiate H, nine states can be divided into more than one state depending
stay in that channel and go to step 1 else switch the chanfiBjthe number of slots that the cognitive user stays in a chan-
and go to step 1. nel continuously.S% denotes that cognitive users stay for
We assume that the cognitive user stays in a channel contifi®!s & = 1,2,3,--) continuously in a channel in staté,

ously for L (> 1) slots. The cognitive user’s stay in a channel is™ — 1,2,3,---,9). Fig. _6 shows the _c_hannel switching be-
modeled as in Fig. 5. tween two channels and its state transitions. For exampte, ¢

sider the following scenario. At timeé = 3, a cognitive user
switches the channel from channel B to channel A, as channel
lll. ANALYSIS FOR TWO-CHANNEL SYSTEM B was in states. It again switches back to channel B as it finds
e state of the channel A gs. We consider this one slot stay
tt = 4) of the cognitive user in channel A. The state of the last
t of the current channel (channelA+= 4) is £, and previous
annel (channel B, = 3) is &3, from Table 1. Then, we can
ecide the state of that stay 8s. Further, as the cognitive user
gtayed for only one slot, that stay is denotedy Similarly, if
we consider the three slots stay in channet B-(10 to ¢t = 12),
g_ognitive user is leaving the channel B during the curresit ai
t = 12 asitis in stat&, and cognitive user left previous channel
(channel At = 9) as it was in staté€s, then that stay is denoted
by S2.
TS% sy denotes the transition probability of a cognitive user
1Round-robin scheme based on a circular ordering is proved aptimal [8].  that stays in stat&x, for n slots continuously and then moves

In this section, we analyze a cognitive radio system with t\/\}
primary channels. As we mentioned in subsection II-C, if th
predicted SNR is low or the predicted occupancy state is,bug
then cognitive user will switch the channel. We combine eccg
pancy state transition (shown in Fig. 2) channel gain ttaorsi
(shown in Fig. 3) into a four state model in this article and a
sume these notation®;z = «, Pg; = B, Pu,u, = 7, and
Py, 1z, = 0. The combined transition matrix can be defined u
ing four states Hy,, [ H;, BH},, and BH; and denoted by,
&9, &3, andéy, respectively. The combined transition matfix
can be defined as (8),
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& (1Hy) &(1H)) §3(BHp) §4(BH,)
G [(I-a)(l=9) (1-a)y a(l—7) ay
T — & — (I1—-a)d (I1—a)(1-=9) ad a(l—9) (8)
T | B1-9) By 1-B)1—-7)  (A=py |
€ — Bo B(1—9) (1-75) (1-581-9)
+1
Se, . ST, Topsy = Tspsy = Tspsy = Tores -
Channel A | & | & | & | &s | & | & | &1 | &1 | & | &S| & | & | Ti‘;?ff;?fl = TSQSZL = Tf;?gf;?;’l = Tﬁ(;?l_l)(T&& )m72T§1§2,
\\ N\ \‘\
Time > 1\ 2 3/ 4 \< 576 71 8 9‘\‘ 1011 1 Tspsp = Tsnsm = Tspsm = Tg(;gl)(TEl&)m’QTgl&,
ChannclB| & | & | & | & |<§_2’| & | & | & | & | & | & | & | TSZ'S?’ = nglsgL = ngsgn, = Tg(;?l‘l)(Tglgl )m72T£1£3,
2 1 S2 +1
5 S ' Tops; = Tspsy = Tspss = Terer -
Fig. 6. One cognitive user accesses two primary user channels. TS;LS% — ngsé — TS;Sé _ Tf(lgl),
: Tsps1 = Topsy = Topst = Torer ),
to stateSy, and stays formn slots before leaving that channel. T 876 oY f4§(3n+1) )
In Fig. 6, cognitive user moves from channel A to channel B at Tszsp = Tspsp = Tspsp = Teer  (Tere)™ Terca

t = 4 with transition probability/’s: 5:. As the previous chan-
nel's (channel At = 4) state isS}, we can say that the state L
of the last slot during the last visit of the channel B shoutd b Tszs; = Tspsp = Tspsp = Téﬁ«f )(T&El)mﬁTslss-

& (t = 3) from Table 1. Similarly, as the current stateds,

we can say that cognitive user leaves the channel after stdy-eady Sate Analysis

ing for one slot and the state of that channefischannel B,  |n this section, we show the steady state analysis and throug
t = 5) from Table 1. As the cognitive user stayed only ongyt evaluation of the considered system. If we considerttte s
slot in the channel A§Z) during the last channel switch, thes2 \ve can write the steady state equation as,

transition probability can be written @& . That is, Te,e,

_ _ _ mp(n+1) )
Tspsyp =Tspsp =Tsypsy = Tepe,  (Tered)™ Tesea,

(z,y € 1,2,3,4) denotes the transition Brzobability from state Ps: = PsiTsis2 + Ps1Ts152 + Ps1Ts1 52

L L. -
& t0 &y andTg(mgy denotes the transition probability from.s.,tate + Ps2Ts252 + PsaTg3g2 + PoaTgage: -
&, to state¢, after L slots L = 1,2, --) and these transition + PgaTssgz + PsaTsage + PoaTgage: -

probabilities can be found from (8). At= 5, the cognitive
user switches from stat§} to S5. That implies, the cognitive
user left the channel A in the previous visit when the last slgrom the transition probabilities found in Section 111, wanc
was ¢y and stayed one slot in channel B, then switched bagk \\rite it as follows:

to channel A and stays for four slots and leave the channel as

it is in stategs. We split the transéition probability calculationpsf - PsiTg(fg)ngl@ + Ps;Tg(fg)lT&éz + Ps;Tg(fg)lT&&
into three parts a%i—4—1—¢ = T§(4§)1, Tiz6st=s = (Te,6,)°,
andTi—g——9 = T¢,¢,. Hence, the transition probability can be

T PspTszsy + PoyTisgsr + PogTsysy

3 4 5
+ PS%Tf(zf)lT&E? + PS§T€(2€)1 T§1§2 + PS%Tf(25)1T£1£2. o

_ _ _ p(nt1)
Tspsy = Tspsy = Tspst = Teye,

: 2 3 4
written asT’sy g4 = Tg(4§)1 (Te,e,)*Teres- » + PszTg(sg)l Tee, + Pss Tg(sg)lelfz' -
Similarly, we can find the other transition probabilitiesth (3) (4)
are listed below. t Pl Tae + PoaTee Tere - (10)
Tspsr =Tspsr = Tongr = Tg(;gl), Similarly, if we write the steady state equations for staigs
(n+1) (1=2,3,---andK =1,2,---,9), we can find the relationship
Tspsy = Tsysy = Tspsy = Tepe, s as:
Tspsy =Tspsy = Tspsy = Tg(;gl), Psi = (Teye,)' *Psz. 11)
Tsnsm = Tspsm = Tspsm = Tg(:gl)(T&&)m—QT&&, From (10) and (11) we get,
Tongm = Tengm = Tongm = TV (1. . ym=2T, 2 2 2
Spsr Sz S 5181 o (Teye,) &1€49 Ps; = Pg T§(2§)1T5152 + PSiTE(3£)1T5152 + PS%T§(4§)1T5152
nam = Tangm = Tangm = T m—2 3 4 5
TSI Sy TS2 Sg TSS S T€2€1 (Tglfl) Teres + Psf (Tg(z )1 + (T£1€1 )Tg(Qg)l + (Tflf1 )2T§(2§)1' : ')Tflﬁz
_ _ _ p(nt1)
Tspsy = Tspst = Tspsr = Ty, + Po(TEL + (Tae) T Tae
+

3 4
P (TE) + (Te,e ) TEY - )T,

§4&1 £a&r’
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2 2 2
PS% - PS%T€(2§1T£1£2 + Psi Tﬁ(sﬁ)nglfz + PS%T&S45)1T£1£2 (12)
1—2 1+1 1—2 141 i—2 1+1
+ (Psf ST Tee) TPTEEY + Pea > (Tee) P TEEY + Po2 Y (Tee,) T, )> Tees-
1=2 1=2 =2

This can be simplified as in (12). Similarly, for other statéth channel can be found as follows
two slot stay and one slot stay, we can write the steady state
equations as in Appendix A. =

I
M

! L Pg1 + 1 X Pei 16
Further, we can write K=1 ( i ; SK) o)
9 [e%s)
9 fe’s) .
- Poi + Pe» i x (Tee, )2
DI (ot ra e )
K=1i=1 9_
9 fe’e] 2— T5151 )
= P 1 + P 2 T <o .
3 <Ps}< + ZPS}(> = L (13) Kz::l ( S TR (1= Teye, )?
K=1 i=2

The cognitive user switches a channel in the staies, and
S only because of the predicted SNR is low even though the
channel is idle(¢2). Therefore, a cognitive user may transmit
during that last slot and leave that channel. On the othed,han
cognitive user leaves the other states as the primary channe
0 b busy. Hence, cognitive user will not transmit during the tafs
Z (Ps;( n : 52 ) I (14) those six states. The last slot throughput can be written as

Teye,)' ™2

From (11) and (13),

9 e’}
> <PS}( + Ps2. Z(Tslsl)”) = 1,

K=1 =2

K=1 00

| | o Cr = Ry ) (Ps;+ P+ Psy)
The series sum in (12)—(22) can be calculated using eigeaval i=1
decomposition. The square matfix defined in (8) can be writ-
ten as, = Rp, (PspLPsiJrPs;Jr

Tc =VDV™! (15)

Pg2 + Pg2 + Pg>
1_T51€1

and during the other slots, gain state of the channel would be
whereD andV denote a diagonal matrix of eigenvalues and lgher. Hence, throughput (fdr > 2) can be written as,
full matrix whose columns are the corresponding eigenvscto
of matrix T, respectively. The diagonal elements of the ma-

9 e’}
trix D can be denoted b¥1, A2, A3, and\4. Using the above _ .
an be denoted b1, Aa, Az, and2,. Lsing C: = Ru, 3. 3(G-1)Psy)
propertlesT&E3 , for any positive integei, can be calculated P
asT/f) = (VD""'V 1) 5. The infinite series sum can be 9 Py
found as shown below, = Ry, Z TnoE):
K=1 61‘51

Z (Tflfs)i72Tg(li2_11) - (VDV?l)(1,3)
=2

(2

The average throughput can be written as

- 1 +C
o=t (17)
where L
() 0 0 0 B. Analytical Results
1=Teye M (n)? In this section we discuss the results of the cognitive radio
= 0 m 0 0 system with two primary channels. In Fig. 7, we verify thewacc
N 0 0 % 0 racy of the analytical results using Monte Carlo simulagiéor
0 0 B 5(1)51 2 (A0)? a positively correlated channel witts; = 0.4, Prz = 0.1, and

T—Te e, Ma Doppler spread’,, = 150 Hz. The horizontal solid line shows

the throughput of a secondary user when there is no channel
Similarly, we can find the other infinite series sum. Solvihg t gain based switching (conventional scheme). That is, skryn
linear equations (12)—(22) and (14), we can find the steadg stuser levees the channel only when the primary channel become
probabilities of all the states. The average continuousista busy.
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Pr Py, /(Pp + PrPy,), it will transmit during that slot and
| leave that channel right after. Probability of success ireas-
ing the first slot {s) of a primary channel can be written, using
the steady state probabilities, #, = P;Pp,. Therefore, if
cognitive user stays only one slot, the reward can be wréten

.8
o Simulation
gor9— Analytical

PPy,
Pp + PIPHZ

S 074

Rp—1 = (1- Pys) Ry, (18)

Without channel gain based switching
0731 (conventional scheme)

whereRy, denotes the reward (throughput) during the low SNR
(stateH;) transmission.

When sensing, if the channel is idl¢)(and having higher
gain (H}), then cognitive user will transmit and will stay in that
Fig. 7. Throughput performance for different channel switching threshold  channel to sense during the next time slot. Probabilityafist

(Ppr =04, Prp = 0.1, fm = 150 H2). in the same channel during the next slet) can be written as

P,s = Pr1 Py, n, and probability of leaving a currently occu-

**p0s| ! ‘ ‘ ‘ pied channel can be written &5 — P,,).
084 P, =04 4 When the cognitive user stays(> 1) number of slots, it may
leave the channel when the channel occupancy state becomes
busy or the SNR state becom&s (Fig. 5(b)). If a cognitive
user leaves the channel due to busy state, it will not transmi
in the last slot. Hence, the reward during the last slot can be
written, considering one slot before the last slot was itesta
with Hj,, as

07 I I I I
1 15

2 25
Channel switching threshold

Throughput of secondary users (bits per slot)

Ristsior = PrrPy, m,
L LastSlot —
3 Prg + P11 Ph, 1,

Ruy,. (19)

1‘ W.‘S 2 25
Channel switching threshold
, . _— Therefore, if a cognitive user stays in a channelfaslots, the
Fig. 8. Throughput performance for different channel switching threshold 9 . . y
(P1p = 0.1, fm = 20 Hz). total reward can be written as in (20).

Pr Py,

Fig. 8 shows the optimal channel switching thresholds fordi R = (1 — Pfs)w H,
B 11H,

ferentPp; for a system with Doppler spreafl, = 20 Hz and

Prg = 0.1. WhenPg; = 0.3, if the predicted SNR is below
1.8, it is better to switch the channel and if it is above thetz b
ter to stay in that channel until it becomes busy. Similady f
different scenarios, we can find the optimal channel switghi

Prr Py, m,
Prg + Pr1Pu, H,

1
+Pf5<1_P )RHth RHL>. (20)

Average continuous stay in a channel can be found as

strategy.
IV. STEADY STATE ANALYSIS WITH MULTI L=(1-Pr)+)»_ (ijs(Pns)(j‘2>(1 - Pns))
CHANNELS j=2
We now analyze the performance of a cognitive radio sys- =(1— Pys) + pfs2 _ PS_
tem with multiple primary user channels assuming that taeze 1= P

more thanN (> 2) primary channels and a cognitive user Capience, the average throughput can be derived as
access any channel if it is not occupied by the primary usser. A

we consider the round robin access, if there are enough chan- L 1)

nels, the state of the first slot of a channel that the cognitser I’

accessed long time back will hasesady state probabilities af- )

ter few time slots. That assumption made the analysis simpfe Anaiytical Results

compared to the two-channel case. In this section, we present and discuss the throughput per-
As we consider channel occupancy staeqr ) and SNR formance of the proposed access scheme for a cognitive radio

state {; or H}), the first slot can be in any combination. Ifsystem with multiple primary channels. The proposed chan-

the sensed channel is busi)( or idle (I) with lower SNR nel switching scheme provides the optimal channel switghin

(H)), the cognitive user will leave that channel. In that case,threshold for a given traffic characteristics of primaryrgsand

is considered as cognitive user stayed only one dlot 1) the relative motion (Doppler spread) of cognitive user gitreat

in that channel (Fig. 5(a)). If that channel is in busy statepgnitive user can sense only one channel.

without transmission, cognitive user will switch the chahn  The cognitive user’s throughput performance for different

If that channel is idle but with lower SNR, with probabilitychannel switching thresholds is shown for different priynar
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Fig. 9. Throughput performance for different channel switching threshold  Fig. 11. Throughput performance for different channel switching thresh-
(P]B :O.I,fm =20 HZ). old (P]B :0.1,PB] :0.1).

W

“[—Ps =01 R=02 f,=20Hz
- By =02 R,=04 f,=20Hz
-%-R, =0.1 B, =0.1 f, =100 Hz
° Simulation

w
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Fig. 10. Throughput performance for different channel switching thresh-  Fig. 12. Throughput performance for different channel switching thresh-
old (Pg; = 0.4, fm = 20 Hz). old.

user occupancy statistics. For Doppler sprefad = 20 Hz, Creases. That s, in a dynami_c ani_ronment the channellswitc
Pg; = 0.1, and Prz = 0.1, the optimal channel switching M9 based on the_channel gain is discouraged for the Iong term
threshold,l" = 2.2, can be found in Fig. 9. That is, when théh_roughput benefit of the cognitive user. We can observgmhat
received SNR is below 2.2, it is better to switch the chanoel f719- 11 for Pz = Prp = 0.1, when Doppler spread,, in-
long term throughput benefit even the current channel islin icr€ases from 20 Hz to 200 Hz, the optimal channel switching
state. Also we can find th@t = 2.5 whenPg; = 0.5. In a posi- thr_esfhold increases f_rom 1._8 to 2.3_. Finally the theorban_al-
tively correlated primary user traffic, the cognitive useales a YSiS iS verified with simulation in Fig. 12. Three scenarios a
channel when it finds that channel is in state B. When a cogflécted from Figs. 9-11 (one from each figure) to verify the
tive user switches the channel, it expects that the chamrets analy_S|s. Simulation is done fan® time slots ina system with
in busy state during its previous visit may be in idle stateraf 30 Primary channels. When the number of simulation timesslot
few slots. If the channel'®s; is higher, there is lower prob- and primary channels increase, simulation results claralgh
ability that the switched channel will be in idle state comgza e analysis.
to the channel with lowePz . Therefore, it is better to stay
in the same channel if it is idle even the predicted SNR is not
good. We can observe in Fig. 9 that wheg; decreases (or V. CONCLUSION AND FUTURE WORK
Pgpp increases) the channel switching threshold also decreasesn this paper, we analyzed a channel access scheme for a cog-
That is, the access scheme encourages the users to stay imitve user that operates in an interweave system, baseldeon t
same channel if it is idle even the predicted SNR is not godaffic characteristics of the primary system and Doppleeag
for the long term throughput advantage whBpp increases of the cognitive user. In a positively correlated primanemus
(P =1— Pgp). traffic, the cognitive user switches the channel either wthen
Further, whenP;; increases Pz decreases), the channekensed primary channel is busy or predicted SNR is below a
switching threshold also increases. We can observe in Big. dpecific threshold. It is found that, when the primary usef-tr
thatT" increases from 2.2 to 2.5 whéh s decreases from 0.3 tofic is highly correlated (highePz 5 and P;;) or cognitive user
0.1 forPg; = 0.4 andf,, = 20 Hz. is more dynamic (highef,,), it is not beneficial to switch the
Fig. 11 shows the throughput performance for different Depp channel frequently in order to gain long term throughputadyv
spreads. When the Doppler spread increases, the SNR jwadidiage. For given statistics about primary user traffic, atinogiit
is not reliable and hence, the channel switching threshetd athannel switching threshold can be found from the analsit t
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maximizes the long term throughput of a cognitive user.

APPENDIX

For two slot stay, we can write the steady state equations as

follows
Py = PuT\%) Te ey + Pr T2 Te,e, + Por T2 T,
h Side e, 1618 Sitese 1612 Silee, 166

=2 (i1 =2 (i41
+<PSfZ(T&&) Tod! + Pe Y (Tae) " TodY

=2 =2
i—2p(2+1
+PS$ Z (Tﬁlﬁl) Tg(4§1 )> Te e,
=2

2 2 2
Pgz = Ps§Tg(25)1T5154 + Ps: Tg(3§)1T€1£4 + Psz T§4§1T5154

i—2 i+1 i—2 i+1
+ <Ps§Z(T§1§1) T + Pee Y (Teye, ) T

=2 =2

=2

1—2 1+1
PPy 3 (T T >)

2 2 2
Pgz = PsiT( ) Tee, + Psi TE) Teye, + Ps;Tég)STslgs

&261 178361
=2 (i1 i—2(i+1
+ <Ps% S (Tee) T + P2 Y (Tee) TG
1=2 1=2

1—2 1+1
PPy 3 (T 2T >)

=2

_ (2) (2) (2)
Psz = PsiTe,e, Tereo + Py Tege, Tereo + Py Te i, Tere

i—2 i+1 i—2 i+1
+ (PS§Z(T§1§1) T + Pop Y (Teye ) TV

=2 =2

- i—2(i+1
+Ps3 Z (Terer)" Tepe, )> Te s

=2

Tflf4 + PslT(Q)

_ (2) (2)
Psz = Py T, e Toen + PoyTe,e, Ten

&261
=2 (it1 =2 (i+1
+ (PS§ S (Tee) PTLEY + Psp D (Tee)) TS
1=2 1=2

i—2(i+1
+PS§ Z (Teye,) T§(4§1 )> Te, e,

=2

2 2 2
Pgz = P T8 Teye, + Py TEL Tere, + Pg; Tég)ST&l&s

37 &261 6 £361
i—2p(i+1 =2 (i1
+ (Psg > Tee) TS + P (Tae) TG
1=2 1=2

1—2 1+1
+Ps2 > (Teye,) T5(451 )> Tt g5,

=2
2 2 2
Psz = Py Tee Tenee + Por Tt Toes + Py Te Teres

1—2 1+1 1—2 i+1
+<PS§Z<T&&> Tl + Py Y (Tee) ToEY

=2 =2

i—2p(i41
+PS§ Z (Teye,) T§(4§1 )> Te ¢,

=2

2 2 2
PS§ = PS§T( : Tees + PS§T§(3§)1T5154 + PSEI;TE(K)IT&&

&6
=2 (i1 i—2(i41
+ (Pss > Tae) TREY + P > (Tee) T TLEY
1=2 1=2

1—2 1+1
PP 3 (T 2T >)

=2

2 2 2
Pgz = Py T2) Teye, + Py T Tere, + Py TEY Teve

£261 £3&1
=2 (i1 i—2 (i1
+ (Pss S (Tee) *TOE + P2 Y (Tee) TG
1=2 1=2

i—2 1+1
+PS§ Z (Tflgl) TE(451 )> Tﬁlﬁs'

=2

For one slot stay, we can write the steady state equations as
follows

2
Pgi = Psi T,

1—2 i+1 1—2 i+1
+ (PS%Z(T&&) Tt + Py (Tee) THEY

+ Psi T(Q)

(2)
€382 + PS%T

[P

=2 =2

1—2 i+1
+Ps2 Y (Tee,) T, )> :
1=2

+ Psl T(Q)

_ (2)
Py = PaiT, 7 €48y

§264

1—2 i+1 1—2 i+1
+ (PS%Z(T&&) Tl + Py (Tee) T0EY

=2 =2

(2)
+ Psi T€3 &a

1—2 141
+Ps Y (Tee) Ty, )> :
1=2

_ (2) (2) (2)
PS% - PS% szfs + Psi T€353 + PS% T€4€3

i—2(i41 i—2m(i+1
+ (PS%Z(T&&) Tod! + Py (Tee) Tos”

=2 =2

i—2p(2+1
+PS$ Z (Tﬁlﬁl) Tg(4§3 )> )
=2

+ Psl T(2)

2
Pgi = PSéT( : 54 €abn

(2)
§262 + PSéT

&382
=2 (i1 =2 (i1
+ (PS§ D (Tae) THE + P Y (Tae) TGL]

=2 1=2

i—2(2+1
+PS§ Z (Tﬁlﬁl) Tg(4§2 )> )
=2

+ P T2

(2)
+ PSI T, o §aa

_ (2)
PS% - PséT 6~ &38a

§284

=2 (i1 i—2(i41
+<PS§Z(T&&) Ti) + Pz 0 (Teie) ToEY

=2 1=2
i—2(2+1
+PS§ Z (Tﬁlﬁl) Tg(4§4 )> )
=2

_ (2) (2) (2)
Poi = PsiTeye, + PsiTese, + Poile e,

=2 (i1 i—2(i41
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=2 1=2
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i—2(i+1
+Ps Y (Tee) ToE" |
i=2
Pay = P, + Py + P TE)
i—2(i+1 i—2p(i+1
+{ P Y (Tee) °TH5 + P Y (Tee,) T4
i=2 i=2
i—2p(i+1
P52 Y (Tee) TGE )
i=2
2 2
PSI - Psl &2 5)4 + PSI 5(35)4 + Psl 5(45)4
i—2 i+1 1—2(i+1
+{ P Y (Tee) T + P Y (Tee)) T4,
i=2 i=2
i—2p(i+1
+Ps2 > (Teye,) °TUED |
i=2
_ 72 72 732
Psé - PS% §283 + PSI €3€3 + PSI €a&s
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