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An Opportunistic Channel Access Scheme for Interweave
Cognitive Radio Systems

Sivasothy Senthuran, Alagan Anpalagan, Hyung Yun Kong, Ashok Karmokar, and Olivia Das

Abstract: We propose a novel opportunistic access scheme for cog-
nitive radios in an interweave cognitive system, that considers the
channel gain as well as the predicted idle channel probability (pri-
mary user occupancy: Busy/idle). In contrast to previous work
where a cognitive user vacates a channel only when that channel
becomes busy, the proposed scheme requires the cognitive user to
switch to the channel with the next highest idle probabilityif the
current channel’s gain is below a certain threshold. We derive the
threshold values that maximize the long term throughput forvari-
ous primary user transition probabilities and cognitive user’s rela-
tive movement.

Index Terms: Channel switching threshold, cognitive radio, oppor-
tunistic access, primary user traffic.

I. INTRODUCTION

Opportunistic communication over fading channels is a well
studied subject where the adaptive radio resource allocation and
multiuser selection in transmission often exploit the channel
fading characteristics [1]. The limited frequency spectrum and
under-utilization of the assigned spectrum triggered the need for
opportunistic spectrum sharing [2], [3] among users. The users
who own the spectrum get higher access privilege, and the op-
portunistic users (also known as cognitive users) usually look
for opportunistic channel access. In an interweave cognitive ra-
dio system, the unoccupied spectrum holes should be shared by
cognitive users with minimal collision [4]. That is, an effective
sensing scheme should be used to find the vacant channels in
order to avoid collision. There are many spectrum sensing algo-
rithms proposed in the literature with different techniques [5].

The objective of a channel access scheme is to maximize the
long-term throughput of a cognitive user with minimal interfer-
ence to the primary users. In [6], multi-channel opportunistic
sensing was proposed where a cognitive user senses the channel
before the access and the cognitive user is limited to sense only
one channel at a time. This problem is treated as partially ob-
servable Markov decision process for generally correlatedchan-
nels and their proposed optimal access scheme is intractable and
computationally complex. A simple myopic access scheme was
proposed in [7] and [8], and it was designed to maximize the
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throughput of each slot neglecting the impact on the future po-
tential throughput. Hence, this myopic scheme was modeled as
a static optimization problem rather than a sequential decision
making process. It was not only simple and robust, but also
proved to be optimal under the independent and identically dis-
tributed Gilbert-Elliot channel model [9]. It was proposedin [8]
that a cognitive user senses the most probable idle channel in
each slot, and if primary user’s traffic is positively correlated, the
cognitive user occupies that channel until it becomes busy,i.e.,
until the primary user starts to use that channel. In that work, the
channel fading characteristic was not considered; hence, even if
the cognitive user occupies a weak channel, it will stay with
that channel until it becomes busy. There could be other chan-
nels with good channel gains that are potentially idle for use by
cognitive users. This motivates us to investigate a new channel
switching strategy in cognitive radio systems.

In this article, a channel switching scheme based on the pri-
mary user channel occupancy statistics as well as the cognitive
user’s received signal to noise ratio (SNR) is proposed, analyzed
and verified for a cognitive radio system. Rather than staying in
a channel when the cognitive user’s received SNR goes below
a threshold, a cognitive radio switches to the channel with the
next highest idle probability to improve the throughput. Follow-
ing the formulation of this channel switching problem, optimal
switching thresholds that maximize the long term throughput of
the cognitive radios are analytically found for different primary
users’ traffic characteristics using a Markov chain model. Our
contributions in this article can be summarized as follows:
• Analytically evaluating the throughput performance of a cog-

nitive user with channel switching for different traffic char-
acteristics of primary users and the relative motion (Doppler
spread) of cognitive users.

• Proposing an opportunistic channel switching algorithm and
analytically obtaining the optimal channel switching thresh-
old for an interweave cognitive radio system.
The rest of the article is organized as follows. Section II

describes the system model under consideration. Section III
analyzes the performance of the proposed interweave access
scheme with two primary channels first and then with multiple
primary channels. Finally, this article concludes with summary
and future work in Section V.

II. SYSTEM MODEL

We assume that there are many primary user channels, and
one cognitive user pair tries to access an idle channel. Also, we
assume that a cognitive user can sense/access only one chan-
nel during a time slot and occupies that channel if it is idle;
otherwise, it waits for the next time slot. After each sensing,
the cognitive user updates the belief vector (ΠO) of the primary
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Fig. 1. System model (2 primary user channels and 1 cognitive user
pair).

user occupancy as given in (1). More details about the belief
vector and their update are provided later. If the first slot is idle,
then it will transmit in that slot and updates the belief vector
(ΠH ) of the cognitive user’s received SNR. During the next time
slot, if that current channel’s primary user occupancy and cog-
nitive user’s SNR prediction are favorable, then the cognitive
user will sense the same channel. Otherwise, based on the pri-
mary users occupancy prediction (ΠO), the cognitive user will
switch the sensing to the most probable idle channel other than
the current channel. The primary user’s occupancy state predic-
tion and received SNR state prediction models are explainedin
subsection II-A and subsection II-B, respectively.

In this work, the initial analysis is done for a system that has
two identical but independent primary channels and one cogni-
tive user that tries to opportunistically occupy a primary user
channel as shown in Fig. 1.

A. Channel Occupancy State

We use a multi-channel cognitive radio system to develop our
access scheme. There areN independent, stochastically iden-
tical slotted channels, each of which is modeled using a two
state Markov chain [9] as in Fig. 2. The busy and idle state of
the channel are denoted withstate B and state I, respectively.
The transition probability of this Markov chain is denoted by
{Pqr}q,r=B,I . PII denotes the probability that a channel be-
comes idle in the next time slot given that it is idle during the
current slot.PBI denotes the probability that a channel becomes
idle given that the channel is currently busy; that is, the proba-
bility that a primary user leaves the channel during the nexttime
slot after occupying the current slot. The cognitive users can use
any learning algorithms to model the primary user statistics [10],
[11]. Another approach is to use databases where these statis-
tics can be stored and provided to cognitive users upon request.
The idle probability of channeli (ΠO

i ) is updated after each slot
based on the sensing outcome [6]. That is,

ΠO
i (t+ 1) =






PII , caseθ1;
PBI , caseθ2;
ΠO

i (t)PII + (1−ΠO
i (t))PBI , caseθ3

(1)
where caseθ1 and caseθ2 denote that at timet, the channeli
is selected for sensing and it is idle (state I) and busy (state B),
respectively. Caseθ3 denotes that at timet, the channeli is not
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Fig. 2. Markov channel model for occupancy of a primary user.

selected for sensing. The cognitive user communicates oppor-
tunistically by using the idle channels of the primary users. The
primary user channel state (busy or idle) predication is incor-
porated with our channel switching strategy. WhenPII > PBI ,
the probability of an idle channel (state I) during the current slot
becoming idle in the following slot (PII ) is higher than that of
a busy channel (state B) becoming idle (PBI ). Therefore, when
a cognitive user senses a channel as idle and whenPII > PBI ,
it is better to transmit during that slot and stay in that chan-
nel, since there is a higher probability that the channel will be-
come idle during the next time slot. On the other hand, when
PBI > PII , the probability of an idle channel during the cur-
rent slot becoming idle in the following slot (PII ) is lower than
that of a busy channel becoming idle (PBI ). Therefore, when a
cognitive user senses a channel as idle and whenPBI > PII ,
it is better to transmit during that slot and move out of that
channel in the next slot, since there is a higher probabilitythat
the channel will become busy during the next time slot. The
steady state probability ifstate I andstate B can be written as
PI = PBI/(PBI + PIB) andPB = 1− PI , respectively.

B. Channel Gain State

The channel gain state modeling is taken from [12]. In a rich
multipath propagation environment, the instantaneous received
signal amplitude is commonly modeled with the Rayleigh distri-
bution. A slowly varying Rayleigh channel can be modeled as
a finite state Markov channel [13] by partitioning the received
SNR, which is proportional to the squared of the received sig-
nal amplitude, into a finite number ofK non-overlapping states.
As mentioned in [14], this first order Markov model accurately
models the practical fading channel for packet/block levelcom-
munication when the block length is sufficiently large. Leth be
the normalized SNR at the receiver when the transmitter power
is Ppower. The pdf ofh is exponentially distributed and can be
written as, whereh0 is the average received SNR.

p(h) = 1
h0
e

(

−
h
h0

)

, for h ≥ 0. (2)

Let H = {Hl, Hh} denote the state space of the finite state
Markov channel. The Rayleigh fading channel is said to be in
stateHl andHh when the received SNR is in the interval[0,Γ)
and [Γ,∞), respectively. LetPHl andPHhdenote the steady
state probabilities associated with statesHl andHh, respec-
tively. Hence,PHl =

∫ Γ

0
p(h)dh = 1 − exp(−Γ/h0) and

PHh = exp(−Γ/h0). We assume that the Rayleigh fading chan-
nel is slow enough so that the received SNR remains within the
certain state for the duration of a block.
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Fig. 3. Two sate Markov channel model for gain state (SNR) of a cogni-
tive user.

The transition probability,PHlHh from stateHl to stateHk

is approximated by the ratio of the expected number of level
crossings at the received SNR (Γ), and the average transmission
rate in stateHl. Similarly, the transition probability,PHhHl from
stateHh to stateHl is approximated by the ratio of the expected
number of level crossings at the received SNRΓ and the aver-
age transmission rate in stateHh. Let the number of blocks per
second of the block-fading channel beRB , so the average num-
ber of blocks/second during which the channel is in stateHl is
Rl

B = PHlRB. Therefore, the crossover transition probabilities
can be written as,

PHlHh ≈
N (Γ)

Rl
B

(3)

and similarly,

PHhHl ≈
N (Γ)

Rh
B

(4)

whereN (Γ) is the expected number of times per second the re-
ceived SNR passes downward across the corresponding thresh-
old Γ and is given by [12] and [15],

N (Γ) =

√
2πΓ

h0
fme

(

−Γ
h0

)

. (5)

In this expression,fm = v/λ is the maximum Doppler fre-
quency, wherev is the speed of the mobile terminal andλ is
the wavelength of the radio wave. The transition probability of
staying in the same state can be found as,PHlHl = 1 − PHlHh

andPHhHh = 1 − PHhHl . Average channel capacity (RHh ) in
stateHh (assuming unit bandwidth) can be calculated from (2)
as follows [16]:

RHh =

∫
∞

Γ

log2(1 + h)
1

h0
e

−h
h0 dh,

RHh =
1

h0 ln(2)

∫
∞

Γ

ln(1 + h)e
−h
h0 dh

by substituting1 + h = ψ,

RHh =
1

h0 ln(2)

∫
∞

1+Γ

ln(ψ)e
−(ψ−1)
h0 dψ

=
eh0

−1

h0 ln(2)

∫
∞

1+Γ

ln(ψ)e
−ψ
h0 dψ

=
eh0

−1

h0 ln(2)
(−ho)

([
e

ψ
−h0 ln |ψ|

]
∞

1+Γ
−

∫
∞

1+Γ

e
ψ

−h0

ψ
dψ

)

=
e

1
h0

ln(2)

[
ln(1 + Γ)

e
1+Γ
h0

+ E1

(
1 + Γ

ho

)]
(6)

whereE1(x) =
∫
∞

1 t−1e−xtdt, x ≥ 0. Similarly, RHl can be
found.

The probability of a channeli being in stateHh (ΠH
i )is up-

dated after each slot based on the sensing outcome. That is,

ΠH
i (t+1) =





PHhHh , caseχ1;
PHlHh , caseχ2;
ΠH

i (t)PHhHh + (1 −ΠH
i (t))PHlHh , caseχ3

(7)
where caseχ1 and caseχ2 denote that at timet, the channeli is
selected for sensing and it is sensed as idle. During the transmis-
sion it is found that the channel is stateHh andHl, respectively.
Caseχ3 denotes that at timet, the channeli is not selected for
sensing or sensed as busy.

C. Channel Access Scheme

As mentioned earlier, our proposed access scheme incorpo-
rates prediction of the primary user occupancy state and SNR
of the cognitive user. Therefore, even when the current channel
has higher probability to become idle during the next time slot,
if the cognitive user’s predicted SNR is below a threshold (Γ),
then the cognitive user switches the sensing to the other channel
to potentially improve the throughput in the proposed scheme.
The cognitive user switches the channel for sensing due to the
following two cases:
i) Case 1: The cognitive user’s predicted SNR of the current

channel for the next slot is lower than the threshold (Γ) or,
ii) Case 2: The cognitive user senses that the channel is busy

(whenPII > PBI ) or idle (whenPBI > PII ) during the
current slot.
The proposed channel access scheme is described as follows

(See Fig. 4 for corresponding flow chart):
1. Initially the idle probability for all the channels is setto their

steady state probability (PBI/(PBI + PIB)), if not known.
2. Select the most (or second most, from step 4) probable idle

channel (argmaxΠO
i (t)) and sense. Update the occupancy

belief (1)
3. If it is available, occupy that channel (transmit and update

the channel gain belief) during that slot else go to step 2 and
wait for the next slot.

4. During the transmission if the corresponding received SNR
is above a specified threshold, go to step 2 and sense the most
probable idle channel or else sense the second most probable
idle channel.
In the proposed system model, the cognitive user can sense

only one channel at a time. If that channel is idle, then only it
will transmit and get the channel information. Hence, a cogni-
tive user has very limited information about the ‘channel gain
state’ compared to the ‘channel occupancy state’. Also, with the
proposed algorithm, cognitive user can operate with a simple
round robin access scheme. That reduces the processing com-
plexity of the cognitive user. Therefore, it is implementedas: A
cognitive user always senses the most probable idle channel. If
that channel (that is the sensed most probable idle channel)gives
lower SNR, then cognitive user senses the second most probable
idle channel.

We consider in the following sections that primary user’s oc-
cupancy and cognitive user’s received SNR are positively corre-
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Fig. 4. Flow chart: Channel access scheme in an interweave cognitive
system.

L

Fig. 5. Sensing cycle: (a) One cognitive user accesses the primary
user channels when PII > PBI and (b) cognitive user switches the
channel either due to, the current sensed channel is in busy state or
the predicted SNR of the current channel for the next slot is lower
than the specific threshold.

lated. That is,PII > PBI andPHhHh > PHlHh . In that case,
the algorithm will be simplified as follows:
1. Sense the channel, if it is idle (state I) transmit during that

slot and go to step 2 else switch1 the channel and wait for the
next slot to sense again (step 1).

2. During the transmission if the received SNR is instate Hh,
stay in that channel and go to step 1 else switch the channel
and go to step 1.
We assume that the cognitive user stays in a channel continu-

ously forL (≥ 1) slots. The cognitive user’s stay in a channel is
modeled as in Fig. 5.

III. ANALYSIS FOR TWO-CHANNEL SYSTEM

In this section, we analyze a cognitive radio system with two
primary channels. As we mentioned in subsection II-C, if the
predicted SNR is low or the predicted occupancy state is busy,
then cognitive user will switch the channel. We combine occu-
pancy state transition (shown in Fig. 2) channel gain transition
(shown in Fig. 3) into a four state model in this article and as-
sume these notationsPIB = α, PBI = β, PHhHl = γ, and
PHlHh = δ. The combined transition matrix can be defined us-
ing four statesIHh, IHl, BHh, andBHl and denoted byξ1,
ξ2, ξ3, andξ4, respectively. The combined transition matrixTC
can be defined as (8),

1Round-robin scheme based on a circular ordering is proved tobe optimal [8].

Table 1. State classification for analysis purpose.

State State of the last slot State of the last slot
of the previous channel of the current channel

S1 ξ2 ξ2
S2 ξ2 ξ4
S3 ξ2 ξ3
S4 ξ4 ξ2
S5 ξ4 ξ4
S6 ξ4 ξ3
S7 ξ3 ξ2
S8 ξ3 ξ4
S9 ξ3 ξ3

A cognitive user may leave a channel if, either the occupancy
state of the channel is busy(ξ3) or the predicted SNR during
the next slot is low (ξ2) or both(ξ4). If the channel is in state
ξ1, cognitive user may stay in that channel. For the analysis pur-
pose, we model the problem into nine different states based on
the last state of the current channel and previous channel asin
Table 1. Based on the state classification, the state transitions
possibilities can be derived as in (9).

T =




S1 S2 S3 S4 S5 S6 S7 S8 S9

S1 ∗ ∗ ∗ − − − − − −
S2 − − − ∗ ∗ ∗ − − −
S3 − − − − − − ∗ ∗ ∗
S4 ∗ ∗ ∗ − − − − − −
S5 − − − ∗ ∗ ∗ − − −
S6 − − − − − − ∗ ∗ ∗
S7 ∗ ∗ ∗ − − − − − −
S8 − − − ∗ ∗ ∗ − − −
S9 − − − − − − ∗ ∗ ∗




.

(9)
We do the analysis based on the above nine states. Each of these
nine states can be divided into more than one state depending
on the number of slots that the cognitive user stays in a chan-
nel continuously.SL

K denotes that cognitive users stay forL
slots (L = 1, 2, 3, · · ·) continuously in a channel in stateSK

(K = 1, 2, 3, · · ·, 9). Fig. 6 shows the channel switching be-
tween two channels and its state transitions. For example, con-
sider the following scenario. At timet = 3, a cognitive user
switches the channel from channel B to channel A, as channel
B was in stateξ3. It again switches back to channel B as it finds
the state of the channel A asξ4. We consider this one slot stay
(att = 4) of the cognitive user in channel A. The state of the last
slot of the current channel (channel A,t = 4) is ξ4 and previous
channel (channel B,t = 3) is ξ3, from Table 1. Then, we can
decide the state of that stay asS8. Further, as the cognitive user
stayed for only one slot, that stay is denoted byS1

8 . Similarly, if
we consider the three slots stay in channel B (t = 10 to t = 12),
cognitive user is leaving the channel B during the current visit at
t = 12 as it is in stateξ2 and cognitive user left previous channel
(channel A,t = 9) as it was in stateξ3, then that stay is denoted
by S3

7 .
TSn

K1
Sm
K2

denotes the transition probability of a cognitive user
that stays in stateSK1 for n slots continuously and then moves
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TC =




ξ1(IHh) ξ2(IHl) ξ3(BHh) ξ4(BHl)

ξ1 → (1− α)(1 − γ) (1− α)γ α(1− γ) αγ
ξ2 → (1− α)δ (1− α)(1 − δ) αδ α(1− δ)
ξ3 → β(1− γ) βγ (1− β)(1 − γ) (1− β)γ
ξ4 → βδ β(1 − δ) (1 − β)δ (1− β)(1 − δ)


. (8)
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Fig. 6. One cognitive user accesses two primary user channels.

to stateSK2 and stays form slots before leaving that channel.
In Fig. 6, cognitive user moves from channel A to channel B at
t = 4 with transition probabilityTS1

8S
1
4
. As the previous chan-

nel’s (channel A,t = 4) state isS1
8 , we can say that the state

of the last slot during the last visit of the channel B should be
ξ3 (t = 3) from Table 1. Similarly, as the current state isS1

4 ,
we can say that cognitive user leaves the channel after stay-
ing for one slot and the state of that channel isξ2 (channel B,
t = 5) from Table 1. As the cognitive user stayed only one
slot in the channel A (S1

8 ) during the last channel switch, the
transition probability can be written asT (2)

ξ3ξ2
. That is, Tξxξy

(x, y ∈ 1, 2, 3, 4) denotes the transition probability from state

ξx to ξy andT (L)
ξxξy

denotes the transition probability from state
ξx to stateξy afterL slots (L = 1, 2, · · ·) and these transition
probabilities can be found from (8). Att = 5, the cognitive
user switches from stateS1

4 to S4
3 . That implies, the cognitive

user left the channel A in the previous visit when the last slot
was ξ4 and stayed one slot in channel B, then switched back
to channel A and stays for four slots and leave the channel as
it is in stateξ3. We split the transition probability calculation
into three parts asTt=4→t=6 = T

(2)
ξ4ξ1

, Tt=6→t=8 = (Tξ1ξ1)
2,

andTt=8→t=9 = Tξ1ξ3 . Hence, the transition probability can be

written asTS1
4S

4
3
= T

(2)
ξ4ξ1

(Tξ1ξ1)
2Tξ1ξ3 .

Similarly, we can find the other transition probabilities that
are listed below.

TSn1 S1
1
= TSn2 S1

4
= TSn3 S1

7
= T

(n+1)
ξ2ξ2

,

TSn1 S1
2
= TSn2 S1

5
= TSn3 S1

8
= T

(n+1)
ξ2ξ4

,

TSn1 S1
3
= TSn2 S1

6
= TSn3 S1

9
= T

(n+1)
ξ2ξ3

,

TSn1 Sm1
= TSn2 Sm4

= TSn3 Sm7
= T

(n+1)
ξ2ξ1

(Tξ1ξ1)
m−2Tξ1ξ2 ,

TSn1 Sm2
= TSn2 Sm5

= TSn3 Sm8
= T

(n+1)
ξ2ξ1

(Tξ1ξ1)
m−2Tξ1ξ4 ,

TSn1 Sm3
= TSn2 Sm6

= TSn3 Sm9
= T

(n+1)
ξ2ξ1

(Tξ1ξ1)
m−2Tξ1ξ3 ,

TSn4 S1
1
= TSn5 S1

4
= TSn6 S1

7
= T

(n+1)
ξ3ξ2

,

TSn4 S1
2
= TSn5 S1

5
= TSn6 S1

8
= T

(n+1)
ξ3ξ4

,

TSn4 S1
3
= TSn5 S1

6
= TSn6 S1

9
= T

(n+1)
ξ3ξ3

,

TSn4 Sm1
= TSn5 Sm4

= TSn6 Sm7
= T

(n+1)
ξ3ξ1

(Tξ1ξ1)
m−2Tξ1ξ2 ,

TSn4 Sm2
= TSn5 Sm5

= TSn6 Sm8
= T

(n+1)
ξ3ξ1

(Tξ1ξ1)
m−2Tξ1ξ4 ,

TSn4 Sm3
= TSn5 Sm6

= TSn6 Sm9
= T

(n+1)
ξ3ξ1

(Tξ1ξ1)
m−2Tξ1ξ3 ,

TSn7 S1
1
= TSn8 S1

4
= TSn9 S1

7
= T

(n+1)
ξ4ξ2

,

TSn7 S1
2
= TSn8 S1

5
= TSn9 S1

8
= T

(n+1)
ξ4ξ4

,

TSn7 S1
3
= TSn8 S1

6
= TSn9 S1

9
= T

(n+1)
ξ4ξ3

,

TSn7 Sm1
= TSn8 Sm4

= TSn9 Sm7
= T

(n+1)
ξ4ξ1

(Tξ1ξ1)
m−2Tξ1ξ2 ,

TSn7 Sm2
= TSn8 Sm5

= TSn9 Sm8
= T

(n+1)
ξ4ξ1

(Tξ1ξ1)
m−2Tξ1ξ4 ,

TSn7 Sm3
= TSn8 Sm6

= TSn9 Sm9
= T

(n+1)
ξ4ξ1

(Tξ1ξ1)
m−2Tξ1ξ3 .

A. Steady State Analysis

In this section, we show the steady state analysis and through-
put evaluation of the considered system. If we consider the state
S2
1 , we can write the steady state equation as,

PS2
1

= PS1
1
TS1

1S
2
1
+ PS1

4
TS1

4S
2
1
+ PS1

7
TS1

7S
2
1

+ PS2
1
TS2

1S
2
1
+ PS3

1
TS3

1S
2
1
+ PS4

1
TS4

1S
2
1
· · ·

+ PS2
4
TS2

4S
2
1
+ PS3

4
TS3

4S
2
1
+ PS4

4
TS4

4S
2
1
· · ·

+ PS2
7
TS2

7S
2
1
+ PS3

7
TS3

7S
2
1
+ PS4

7
TS4

7S
2
1
· · · .

From the transition probabilities found in Section III, we can
re-write it as follows:

PS2
1

= PS1
1
T

(2)
ξ2ξ1

Tξ1ξ2 + PS1
4
T

(2)
ξ3ξ1

Tξ1ξ2 + PS1
7
T

(2)
ξ4ξ1

Tξ1ξ2

+ PS2
1
T

(3)
ξ2ξ1

Tξ1ξ2 + PS3
1
T

(4)
ξ2ξ1

Tξ1ξ2 + PS4
1
T

(5)
ξ2ξ1

Tξ1ξ2 · · ·

+ PS2
4
T

(3)
ξ3ξ1

Tξ1ξ2 + PS3
4
T

(4)
ξ3ξ1

Tξ1ξ2 · · ·

+ PS2
7
T

(3)
ξ4ξ1

Tξ1ξ2 + PS3
7
T

(4)
ξ4ξ1

Tξ1ξ2 · · · . (10)

Similarly, if we write the steady state equations for statesSi
K

(i = 2, 3, · · · andK = 1, 2, · · ·, 9), we can find the relationship
as:

PSi
K
= (Tξ1ξ1)

i−2PS2
K

(11)

From (10) and (11) we get,

PS2
1

= PS1
1
T

(2)
ξ2ξ1

Tξ1ξ2 + PS1
4
T

(2)
ξ3ξ1

Tξ1ξ2 + PS1
7
T

(2)
ξ4ξ1

Tξ1ξ2

+ PS2
1
(T

(3)
ξ2ξ1

+ (Tξ1ξ1)T
(4)
ξ2ξ1

+ (Tξ1ξ1)
2T

(5)
ξ2ξ1

· · ·)Tξ1ξ2

+ PS2
4
(T

(3)
ξ3ξ1

+ (Tξ1ξ1)T
(4)
ξ3ξ1

· · ·)Tξ1ξ2

+ PS2
7
(T

(3)
ξ4ξ1

+ (Tξ1ξ1)T
(4)
ξ4ξ1

· · ·)Tξ1ξ2 .
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PS2
1
= PS1

1
T

(2)
ξ2ξ1

Tξ1ξ2 + PS1
4
T

(2)
ξ3ξ1

Tξ1ξ2 + PS1
7
T

(2)
ξ4ξ1

Tξ1ξ2 (12)

+

(
PS2

1

∞∑

i=2

(Tξ1ξ1)
i−2

T
(i+1)
ξ2ξ1

+ PS2
4

∞∑

i=2

(Tξ1ξ1)
i−2

T
(i+1)
ξ3ξ1

+ PS2
7

∞∑

i=2

(Tξ1ξ1)
i−2

T
(i+1)
ξ4ξ1

)
Tξ1ξ2 .

This can be simplified as in (12). Similarly, for other stateswith
two slot stay and one slot stay, we can write the steady state
equations as in Appendix A.
Further, we can write

9∑

K=1

∞∑

i=1

PSi
K

= 1,

9∑

K=1

(
PS1

K
+

∞∑

i=2

PSi
K

)
= 1. (13)

From (11) and (13),

9∑

K=1

(
PS1

K
+ PS2

K

∞∑

i=2

(Tξ1ξ1)
i−2

)
= 1,

9∑

K=1

(
PS1

K
+

PS2
K

(Tξ1ξ1)
i−2

)
= 1. (14)

The series sum in (12)–(22) can be calculated using eigenvalue
decomposition. The square matrixTC defined in (8) can be writ-
ten as,

TC = V DV −1 (15)

whereD andV denote a diagonal matrix of eigenvalues and a
full matrix whose columns are the corresponding eigenvectors
of matrix TC , respectively. The diagonal elements of the ma-
trix D can be denoted byλ1, λ2, λ3, andλ4. Using the above
properties,T (i+1)

ξ1ξ3
, for any positive integeri, can be calculated

asT (i+1)
ξ1ξ3

= (V Di+1V −1)(1,3). The infinite series sum can be
found as shown below,

∞∑

i=2

(Tξ1ξ3)
i−2

T
(i+1)
ξ1ξ1

= (V D̄V −1)(1,3)

where

D̄ =




(λ1)
3

1−Tξ1ξ1λ1
0 0 0

0 (λ2)
3

1−Tξ1ξ1λ2
0 0

0 0 (λ3)
3

1−Tξ1ξ1λ3
0

0 0 0 (λ4)
3

1−Tξ1ξ1λ4



.

Similarly, we can find the other infinite series sum. Solving the
linear equations (12)–(22) and (14), we can find the steady state
probabilities of all the states. The average continuous stay in a

channel can be found as follows

L̄ =

9∑

K=1

(
PS1

K
+

∞∑

i=2

i× PSi
K

)
(16)

=
9∑

K=1

(
PS1

K
+ PS2

K

∞∑

i=2

i× (Tξ1ξ1)
i−2

)

=

9∑

K=1

(
PS1

K
+ PS2

K

2− Tξ1ξ1
(1− Tξ1ξ1)

2

)
.

The cognitive user switches a channel in the statesS1, S4 and
S7 only because of the predicted SNR is low even though the
channel is idle(ξ2). Therefore, a cognitive user may transmit
during that last slot and leave that channel. On the other hand,
cognitive user leaves the other states as the primary channel is
busy. Hence, cognitive user will not transmit during the last of
those six states. The last slot throughput can be written as

C1 = RHl

∞∑

i=1

(PSi1
+ PSi4

+ PSi7
)

= RHl

(
PS1

1
+ PS1

4
+ PS1

7
+
PS2

1
+ PS2

4
+ PS2

7

1− Tξ1ξ1

)

and during the other slots, gain state of the channel would be
higher. Hence, throughput (forL > 2) can be written as,

C2 = RHh

9∑

K=1

∞∑

i=2

((i − 1)PSi
K
)

= RHh

9∑

K=1

(
PS2

K

(1− Tξ1ξ1)
2

)
.

The average throughput can be written as

C̄ =
C1 + C2

L̄
. (17)

B. Analytical Results

In this section we discuss the results of the cognitive radio
system with two primary channels. In Fig. 7, we verify the accu-
racy of the analytical results using Monte Carlo simulations for
a positively correlated channel withPBI = 0.4,PIB = 0.1, and
Doppler spreadfm = 150 Hz. The horizontal solid line shows
the throughput of a secondary user when there is no channel
gain based switching (conventional scheme). That is, secondary
user levees the channel only when the primary channel becomes
busy.
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Fig. 7. Throughput performance for different channel switching threshold
(PBI = 0.4, PIB = 0.1, fm = 150 Hz).
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Fig. 8. Throughput performance for different channel switching threshold
(PIB = 0.1, fm = 20 Hz).

Fig. 8 shows the optimal channel switching thresholds for dif-
ferentPBI for a system with Doppler spreadfm = 20 Hz and
PIB = 0.1. WhenPBI = 0.3, if the predicted SNR is below
1.8, it is better to switch the channel and if it is above then bet-
ter to stay in that channel until it becomes busy. Similarly for
different scenarios, we can find the optimal channel switching
strategy.

IV. STEADY STATE ANALYSIS WITH MULTI
CHANNELS

We now analyze the performance of a cognitive radio sys-
tem with multiple primary user channels assuming that thereare
more thanN(> 2) primary channels and a cognitive user can
access any channel if it is not occupied by the primary user. As
we consider the round robin access, if there are enough chan-
nels, the state of the first slot of a channel that the cognitive user
accessed long time back will havesteady state probabilities af-
ter few time slots. That assumption made the analysis simpler
compared to the two-channel case.

As we consider channel occupancy state (B or I) and SNR
state (Hl or Hh), the first slot can be in any combination. If
the sensed channel is busy (B), or idle (I) with lower SNR
(Hl), the cognitive user will leave that channel. In that case, it
is considered as cognitive user stayed only one slot (L = 1)
in that channel (Fig. 5(a)). If that channel is in busy state,
without transmission, cognitive user will switch the channel.
If that channel is idle but with lower SNR, with probability

PIPHl/(PB + PIPHl), it will transmit during that slot and
leave that channel right after. Probability of success in access-
ing the first slot (fs) of a primary channel can be written, using
the steady state probabilities, asPfs = PIPHh . Therefore, if
cognitive user stays only one slot, the reward can be writtenas

RL=1 = (1− Pfs)
PIPHl

PB + PIPHl

RHl (18)

whereRHl denotes the reward (throughput) during the low SNR
(stateHl) transmission.

When sensing, if the channel is idle (I) and having higher
gain (Hh), then cognitive user will transmit and will stay in that
channel to sense during the next time slot. Probability of staying
in the same channel during the next slot (ns) can be written as
Pns = PIIPHhHh and probability of leaving a currently occu-
pied channel can be written as(1− Pns).

When the cognitive user staysL (> 1) number of slots, it may
leave the channel when the channel occupancy state becomes
busy or the SNR state becomesHl (Fig. 5(b)). If a cognitive
user leaves the channel due to busy state, it will not transmit
in the last slot. Hence, the reward during the last slot can be
written, considering one slot before the last slot was in state I
with Hh, as

RLastSlot =
PIIPHhHl

PIB + PIIPHhHl

RHl . (19)

Therefore, if a cognitive user stays in a channel forL slots, the
total reward can be written as in (20).

R = (1− Pfs)
PIPHl

PB + PIPHl

RHl

+ Pfs

(
1

1− Pns

RHh +
PIIPHhHl

PIB + PIIPHhHl

RHl

)
. (20)

Average continuous stay in a channel can be found as

L̃ = (1− Pfs) +

∞∑

j=2

(
jPfs(Pns)

(j−2)
(1− Pns)

)

= (1− Pfs) + Pfs

2− Ps

1− Ps

.

Hence, the average throughput can be derived as

R̄ =
R

L̃
. (21)

A. Analytical Results

In this section, we present and discuss the throughput per-
formance of the proposed access scheme for a cognitive radio
system with multiple primary channels. The proposed chan-
nel switching scheme provides the optimal channel switching
threshold for a given traffic characteristics of primary users and
the relative motion (Doppler spread) of cognitive user given that
cognitive user can sense only one channel.

The cognitive user’s throughput performance for different
channel switching thresholds is shown for different primary
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Fig. 9. Throughput performance for different channel switching threshold
(PIB = 0.1, fm = 20 Hz).

0.5 1 1.5 2 2.5 3 3.5
0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

Channel switching threshold

T
h

ro
u

g
h

p
u

t 
o

f 
se

co
n

d
a

ry
 u

se
rs

 (
b

it
s 

p
e

r 
sl

o
t)

 

 

= 0.1

= 0.2

= 0.3

P
BI

P
BI

P
BI

Fig. 10. Throughput performance for different channel switching thresh-
old (PBI = 0.4, fm = 20 Hz).

user occupancy statistics. For Doppler spreadfm = 20 Hz,
PBI = 0.1, andPIB = 0.1, the optimal channel switching
threshold,Γ = 2.2, can be found in Fig. 9. That is, when the
received SNR is below 2.2, it is better to switch the channel for
long term throughput benefit even the current channel is in idle
state. Also we can find thatΓ = 2.5 whenPBI = 0.5. In a posi-
tively correlated primary user traffic, the cognitive user leaves a
channel when it finds that channel is in state B. When a cogni-
tive user switches the channel, it expects that the channelswere
in busy state during its previous visit may be in idle state after
few slots. If the channel’sPBB is higher, there is lower prob-
ability that the switched channel will be in idle state compared
to the channel with lowerPBB . Therefore, it is better to stay
in the same channel if it is idle even the predicted SNR is not
good. We can observe in Fig. 9 that whenPBI decreases (or
PBB increases) the channel switching threshold also decreases.
That is, the access scheme encourages the users to stay in the
same channel if it is idle even the predicted SNR is not good
for the long term throughput advantage whenPBB increases
(PBB = 1− PBI ).

Further, whenPII increases (PIB decreases), the channel
switching threshold also increases. We can observe in Fig. 10
thatΓ increases from 2.2 to 2.5 whenPIB decreases from 0.3 to
0.1 forPBI = 0.4 andfm = 20 Hz.
Fig. 11 shows the throughput performance for different Doppler

spreads. When the Doppler spread increases, the SNR prediction
is not reliable and hence, the channel switching threshold de-
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Fig. 11. Throughput performance for different channel switching thresh-
old (PIB = 0.1, PBI = 0.1).
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creases. That is, in a dynamic environment the channel switch-
ing based on the channel gain is discouraged for the long term
throughput benefit of the cognitive user. We can observe thatin
Fig. 11 forPBI = PIB = 0.1, when Doppler spreadfm in-
creases from 20 Hz to 200 Hz, the optimal channel switching
threshold increases from 1.8 to 2.3. Finally the theoretical anal-
ysis is verified with simulation in Fig. 12. Three scenarios are
selected from Figs. 9–11 (one from each figure) to verify the
analysis. Simulation is done for105 time slots in a system with
30 primary channels. When the number of simulation time slots
and primary channels increase, simulation results closelymatch
the analysis.

V. CONCLUSION AND FUTURE WORK

In this paper, we analyzed a channel access scheme for a cog-
nitive user that operates in an interweave system, based on the
traffic characteristics of the primary system and Doppler spread
of the cognitive user. In a positively correlated primary user
traffic, the cognitive user switches the channel either whenthe
sensed primary channel is busy or predicted SNR is below a
specific threshold. It is found that, when the primary user traf-
fic is highly correlated (higherPBB andPII ) or cognitive user
is more dynamic (higherfm), it is not beneficial to switch the
channel frequently in order to gain long term throughput advan-
tage. For given statistics about primary user traffic, an optimal
channel switching threshold can be found from the analysis that
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maximizes the long term throughput of a cognitive user.

APPENDIX

For two slot stay, we can write the steady state equations as
follows

PS2
1
= PS1
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T
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∞∑
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For one slot stay, we can write the steady state equations as
follows
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