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Robust Relay Design for Two-Way Multi-Antenna Relay
Systems with Imperfect CSI

Chenyuan Wang, Xiaodai Dong, and Yi Shi

Abstract: The paper investigates the problem of designing the
multiple-antenna relay in a two-way relay network by taking into
account the imperfect channel state information (CSI). Theobjec-
tive is to design the multiple-antenna relay based upon the CSI
estimates, where the estimation errors are included to attain the
robust design under the worst-case philosophy. In particular, the
worst-case transmit power at the multiple-antenna relay ismini-
mized while guaranteeing the worst-case quality of servicerequire-
ments that the received signal-to-noise ratio (SNR) at bothsources
are above a prescribed threshold value. Since the worst-case re-
ceived SNR expression is too complex for subsequent derivation
and processing, its lower bound is explored instead by minimizing
the numerator and maximizing the denominator of the worst-case
SNR. The aforementioned problem is mathematically formulated
and shown to be nonconvex. This motivates the pursuit of semidef-
inite relaxation coupled with a randomization technique toobtain
computationally efficient high-quality approximate solutions. This
paper has shown that the original optimization problem can be re-
formulated and then relaxed to a convex problem that can be solved
by utilizing suitable randomization loop. Numerical results com-
pare the proposed multiple-antenna relay with the existingnon-
robust method, and therefore validate its robustness against the
channel uncertainty. Finally, the feasibility of the proposed design
and the associated influencing factors are discussed by means of
extensive Monte Carlo simulations.

Index Terms: Gaussian randomization, imperfect channel state in-
formation (CSI), semidefinite relaxation, two-way relay network,
worst-case robust design.

I. INTRODUCTION

Bidirectional relaying has gained a lot of interests recently
for the benefit of higher spectral efficiency [1]–[3]. The two
widely used relaying protocols in one-way relaying – amplify-
and-forward (AF) and decode-and-forward (DF) – are naturally
inherited by two-way relaying. Attracted by the benefits of lower
complexity and easier implementation, AF protocol is more de-
sirable for practical consideration compared to DF. Typically,
AF two-way relaying consists of two sources transmitting in-
formation simultaneously to the relay in the first phase, andthe
relay amplifying the received signal and broadcasting in the sec-
ond phase. The process of linear amplifying the sum signal re-
ceived from both sources and then retransmitting the resulting
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signal is also referred to as analogy network coding (ANC) [3]–
[5]. The essential of ANC relies on the observation that the col-
lision at the relay in the first phase is totally harmless, andthat
the so-called self-interference can be removed from the received
signals at the sources before data detection since both sources
know their own transmitted signals.

Due to many practical issues, the channel state information
(CSI) is usually imperfectly known at the transmitter and/or the
receiver. As has been well recognized, optimal designs based
on perfect CSI assumptions are very sensitive to channel errors
[6]. If unaccounted for, CSI imprecision can lead to severe sys-
tem performance degradation [7], [8]. Typically, there aretwo
classes of models to characterize imperfect CSI: The stochas-
tic model and the worst-case model. The stochastic model usu-
ally assumes the channel to be random with a known distribu-
tion, and the slowly-varying channel statistics, such as the mean
or channel covariance, can be well estimated [9], [10]. System
designs are typically based on optimizing average performance
like the mean square error at the receiver. The worst-case model,
on the other hand, assumes that a nominal value of the instan-
taneous channel is available, but lies in a bounded uncertainty
region defined by some norm [11]. Accordingly, the system de-
sign is based on optimizing the worst-case performance (among
all the possibilities in the uncertainty region), so that certain
quality of service (QoS) can be guaranteed. An analysis of the
penalty for using imperfect CSI would be of significant benefit
to system designers.

In effect, developing optimal designs that are robust to CSI
imprecision are not uncommon in the signal processing litera-
ture. Existing works in one-way relaying include, but not lim-
ited to [12]–[16]. In [12], Chaliseet al. provide a robust de-
sign of multiple-input-multiple-output (MIMO) relay precoder
taking into account the channel uncertainty for a system with
multiple source-destination pairs assisted by a single multiple-
antenna relay station, and further extend this work to multiple
multi-antenna relays in [13]. In [14], the same system as in
[12] is considered, and the multiple-antenna relay precoder as
well as the destination filters are jointly designed to provide ro-
bustness to errors in CSI. Recent works on robust design for
MIMO two-way relay systems include [9], [17], and [18]. In
[17], the effects of channel estimation error on the transmission
rate of MIMO two-way AF relay links are investigated and a
lower bound is derived via the worst-case noise theorem. Ghar-
avol, et al. in [18] address the joint source and relay optimiza-
tion for a MIMO two-way relay channel with the objective of
minimizing the worst-case sum mean squared error. This prob-
lem has also been studied in [9] but using the a stochastic ap-
proach. Other related works on worst-case robust design include
multiple-antenna relay designs for downlink broadcast channel
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[19], [20] and one-way single-user or multiuser MIMO system
[15], [16].

Given the research significance of the robust design in the
presence of imperfect CSI in two-way multiple-antenna relay
network, we consider an AF two-way multiple-antenna relay
network with a pair of communicating single-antenna sources
and a single multi-antenna relay, and propose a robust design
of the AF multiple-antenna relay precoder with imperfect CSI
at both sources and relay. As in [11]–[16], [18]–[20], we have
adopted the worst-case design and have taken into account both
the imperfect self-interference cancellation and imperfect data
detection due to CSI estimation errors. Our design target isto
achieve the minimum system power consumption while fulfill-
ing the instantaneous single-to-noise ratio (SNR) constraints at
both sources. We formulate the worst-case received SNR at both
sources, which is too complex for further analysis. So, we resort
to its lower bound by minimizing the numerator while maxi-
mizing the denominator of the worst-case received SNR. The
design optimization problem is then formulated but turns out to
be nonconvex. By utilizing semidefinite relaxation (SDR) based
approximation, a sub-optimal and robust solution to the original
program can be obtained and further verified through numeri-
cal results. This design methodology can be applied to solvethe
non-robust design problem and other robust problems.

The remainder of the paper is organized as follows. Section II
introduces the system model under consideration. Section III
presents the channel uncertainty model as well as the optimiza-
tion formulation with imperfect CSI. The robust design of the
multiple-antenna relay in the presence of channel estimation er-
ror is proposed in Section IV, and the semidefinite relaxation as
well as the randomization technique are exploited to solve the
optimal multiple-antenna relay precoder. Numerical results are
given in Section V, and Section VI concludes this paper.

Notation: Boldface uppercase/lowercase letters denote ma-
trices/vectors. The superscripts(·)T and(·)H denote transpose
and Hermitian transpose. tr(·), vec(·), ‖·‖, and rank(·) denote
the trace, the vectorization, the Euclidean norm, and the rank
operators, respectively.⊗, ⊙, R{}, andI{} denote Kronecker
product, elementwise product, the real part and the imaginary
part, respectively. ByX � 0 we denote thatX is a Hermitian
positive-semidefinite matrix. Finally,IN, 11×N, andCN×N de-
note theN×N identity matrix, theN×1 all ones column vector,
and the space ofN ×N matrices with complex entries, respec-
tively.

II. SYSTEM MODEL

We consider a two-way AF relay-assisted system consist-
ing of two single-antenna sourcesA andB exchanging infor-
mation with the help of a single relay withN antennas, as
shown in Fig. 1. There is no direct link betweenA andB, and
both sources and the relay are operated under half-duplex mode
which means they cannot transmit and receive at the same time.
We assume that the two-way relay network (TWRN) is a time
division duplexing (TDD) system, which means both the uplink
and downlink channels occupy the same frequency slot, but are
differentiated in a time duplex manner in information exchange.
Moreover, the propagation channel is assumed to be constant
and reciprocal between two consecutive time slots.

Fig. 1. System model for an AF two-way MIMO relay network.

A. Data Model

In the ANC-based system herein, we consider a two-phase
cooperative strategy where the first phase involves the pairof
sources transmitting simultaneously. At the multiple-antenna re-
lay, the received sum signal is linearly processed and then broad-
casted in the second phase. Since TDD is assumed, the signal
received at the relay station in the first time slot is

rR = hxA + gxB + nR (1)

wherexA andxB denote the transmitted signals with unit av-
erage energy, i.e.,E[|xA|2] = 1 andE[|xB |2] = 1, and unit
transmit power is assumed at both sourcesA andB. Variables
h = [h1, · · ·,hN]T andg = [g1, · · ·,gN]T are discrete base-
band equivalent channel coefficient vectors for both sides of the
link to the multiple-antenna relay, as indicated in Fig. 1. Vector
nR = [n

(1)
R , · · ·,n(N)

R ]T is circularly symmetric additive white
Gaussian noise (AWGN) at the relay antennas. Each entry ofnR

is independent and modeled as complex Gaussian random vari-
able (CGRV) with zero-mean and the same varianceNR, i.e.,
nR ∼ CN (0,NRIN).

We assume that both uplink (from source to relay) and down-
link (from relay to source) CSI are available at the relay station
to serve the precoder design. The relay can employ the pilots
from both sources to estimate the uplink channels, and use them
as the estimates in the downlink due to the channel reciprocity
principle. In the second time slot, the relay linearly processes
the received signal by multiplying it with the precoder matrix
W, and then forwards the following signal to the sources,

sR = W · rR. (2)

Note that the transmit power at the multiple-antenna relay can
be derived from (2) as

PR = tr
(
E[sRsHR]

)
= tr

(
W

(
hhH + ggH +NRIN

)
WH

)

(3)

whereE[xkx
H
k] = 1 (k ∈ {A,B}) andE[nRnH

R ] = NRIN.
The signals received by the two sources in scalar form are

yA=hTsR+nA=hTWgxB
︸ ︷︷ ︸

Signal part

+ hTWhxA
︸ ︷︷ ︸

Self-interference

+hTWnR + nA
︸ ︷︷ ︸

Noise part

,

(4a)



WANG et al.: ROBUST RELAY DESIGN FOR TWO-WAY MULTI-ANTENNA RELAY... 47

yB =gTsR+nB=gTWhxA
︸ ︷︷ ︸

Signal part

+ gTWgxB
︸ ︷︷ ︸

Self-interference

+ gTWnR +nB
︸ ︷︷ ︸

Noise part

(4b)
wherenA andnB denote the AWGN with varianceNA andNB,
respectively. Let̂h andĝ denote the channel estimates. We as-
sume the relay forwards the CSI estimates as well as the pre-
coder matrixW to the sources through the feedback channels.
The quantization error as well as the error in the feedback chan-
nels is not considered in this paper, so the CSI estimates used
for the source-relay reciprocal channels are identical, and the
sources have a copy ofW for the further process of the re-
ceived signals. Then the self-interference can be cancelled as
zA = yA − ĥTWĥxA andzB = yB − ĝTWĝxB. If perfect
channel condition is assumed, self-interference can be totally re-
moved since the sources know their own transmitted data. Nev-
ertheless, when the CSI is imperfect, self-interference cannot be
removed completely due to the fact that the channel estimates
are not always equal to the actual channels in practice. To this
end, we consider the case where imperfect self-interference can-
cellation leads to residual self-interference. We show later in this
paper that residual self-interference can be ignored undersome
reasonable assumption.

For the convenience of future analysis, defineHDL = [g h]T

andHUL = [h g], and we can represent both (4a) and (4b) in
an equivalent matrix form as

y = HDLWHULx+HDLWnR + n (5)

wherey = [yB yA]T, x = [xA xB]
T, andn = [nB nA]T.

B. End-to-End SNR and Relay Power

In this paper, we only mathematically analyze the transmis-
sion fromB to A, and similar method can be applied to that
fromA to B.

First, the following operation is defined to convert a column
vectorf = [f1, · · ·, fN]T with N entries to two new row vectors
f̃1 andf̃2 with N2 entries each as

f̃1= fT (IN ⊗ 11×N)N×N2 , fTD1=[f1 · · · f1 · · · fN · · · fN],

f̃2= fT (11×N ⊗ IN)N×N2 , fTD2=[f1 · · · fN · · · f1 · · · fN].

(6)

So, the received signal at sourceA in (4a) can be rewritten as

yA =(g̃1 ⊙ h̃2)wLxB + (h̃1 ⊙ h̃2)wLxA

+(ñR,1 ⊙ h̃2)wL + nA

(7)

whereh̃1 = hTD1, h̃2 = hTD2, g̃1 = gTD1, andwL =
vec(W). Note that the vec(W) operation stacks the columns
of W each by each, and finally converts the matrixW to a col-
umn vector as[w11 w21 · · ·wN1 · · · w1N w2N · · ·wNN ]T . Af-
ter cancelling the self-interference, the signal at sourceA be-
comes

zA =(g̃1 ⊙ h̃2)wLxB
︸ ︷︷ ︸

Signal partrA

+(ñR,1 ⊙ h̃2)wL + nA
︸ ︷︷ ︸

Noise parttn

+
(

(h̃1 ⊙ h̃2)− (
ˆ̃
h1 ⊙ ˆ̃

h2)
)

wLxA

︸ ︷︷ ︸

Interference partts

.
(8)

The received SNR at sourceA after self-interference cancella-
tion is obtained as

γA =
wH

L

(

g̃1 ⊙ h̃2

)H (

g̃1 ⊙ h̃2

)

wL

tn + ts
,

rA
sA

(9)

where

tn = wH
L (Nr ⊙ (h̃H

2 h̃2))wL + σ2
nA

,

ts = wH
L (h̃1 ⊙ h̃2)

H(h̃1 ⊙ h̃2)wL

+ wH
L (

ˆ̃
h1 ⊙ ˆ̃

h2)
H(

ˆ̃
h1 ⊙ ˆ̃

h2)wL

− wH
L (h̃1 ⊙ h̃2)

H(
ˆ̃
h1 ⊙ ˆ̃

h2)wL

− wH
L (

ˆ̃
h1 ⊙ ˆ̃

h2)
H(h̃1 ⊙ h̃2)wL.

(10)

Note thatNr = E[(ñR,1)
HñR,1] ∈ CN∈×N∈

which can also
be expressed asNr = NR(IN ⊗ 1N×N).

Also, by using some identical transformation the transmit
power in (3) can be further rewritten in terms ofwL andHUL

as

PR = tr
(
WHW

(
HULH

H
UL + σ2

nR
IN

))

= vec(W)
H
((

HULH
H
UL + σ2

nR
IN

)T ⊗ IN

)

vec(W)

, wH
L CwL

(11)

where the identical transformation used in the derivation in-
clude tr(AB) = tr(BA), tr(AHB) = vec(A)Hvec(B), and
vec(AB) =

(
BT ⊗ I

)
vec(A).

C. Non-Robust Design with Perfect CSI

In this subsection, we will present a quick review of the op-
timal multiple-antenna relay structure in the perfect CSI case.
Since the SNR at the source has been derived, the power min-
imization problem under SNR constraints is then straightfor-
ward. Similar work has been done in [21], and an efficient algo-
rithm is also provided to compute the optimal precoder matrix.
But the design in [21] is based on the ideal situation where per-
fect CSI is available, which we will refer to as the non-robust
method in the following. The non-robust precoder structurewill
provide us a baseline for our robust design, and some compari-
son will be given in Section V.

If the perfect channel is assumed, the self-interference can
be completely removed and thereforets in (10) is equal to
zero. Now, the optimal precoder design with the actual channel
knowledge at the relay can be formulated as the optimization
problem with the objective of minimizing the transmit powerat
the relay under the constraints of satisfying the prescribed SNR
threshold value at both sources, i.e.,

Pnrob : min
wL

PR

s.t.γk ≥ γth, k ∈ {A,B}.
(12)

It should be noted thatPnrob is not always feasible when the
target SNRγth is set too high [22].

As far as the purpose of this paper is concerned, it is too op-
timistic to assume the precise knowledge of CSI at the relay,
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and estimation errors should be taken into account to guarantee
the robustness of multiple-antenna relay design. Hence, channel
uncertainty ought to be incorporated in both objectives andthe
constraints in (12), and modeling the channel uncertainty along
with the problem of designing the robust multiple-antenna relay
is investigated in the following two sections.

III. CHANNEL UNCERTAINTY MODEL

In the aforementioned system, the CSI is estimated once at
the multiple-antenna relay, and then forwarded to both sources
through the feedback channels. We assume that the feedback
channel is error-free, has zero delay, and that the quantization
of the channel estimates at the relay is perfect. So, AWGN is
the main source of CSI error, which is referred to as channel
uncertainty in the following part of this paper. Note that the
multiple-antenna relay here uses the uplink CSI estimates as that
of downlink to design the precoder since the uplink and down-
link is reciprocal to each other.

Let the estimates of the channel coefficients for both links
to the multiple-antenna relay bêh = [ĥ1, · · ·, ĥN ]T and ĝ =

[ĝ1, · · ·, ĝN ]T . We assume that both entry pairshi, ĥi andgi, ĝi
can be modeled as jointly ergodic and stationary Gaussian pro-
cesses. The relations between the actual channels and the chan-
nel estimates are given by

h = ĥ+ eh andg = ĝ+ eg (13)

where the channel estimation errors areeh = [e
(1)
h e

(2)
h · · ·e(N)

h ]T

andeg = [e
(1)
g e

(2)
g · · ·e(N)

g ]T. We consider the entries ofeh and
eg are independent and identically distributed (i.i.d.) follow-
ing the distribution ofCN (0, σ2

eh) andCN (0, σ2
eg ), respectively

[23].
We further assume that botheh andeg are norm-bounded as

‖eh‖ ≤ δh and ‖eg‖ ≤ δg (14)

where‖·‖ denotes the Euclidean norms of a vector. Equivalently,
the uncertainty region for each channel can be specified as [15]

Rh = {ζ|ζ = ĥ+ eh, ‖eh‖ ≤ δh}, (15)

Rg = {ζ|ζ = ĝ+ eg, ‖eg‖ ≤ δg}. (16)

The relation between the error variance and an upper bound of
the norm is also discussed in [15]. A more definite mathematical
method is provided in [12] to determineδh(δg) from σ2

eh (σ
2
eg )

by means of numerical search, which will be summarized with
δh andσ2

eh
as an example.

LetT be a random variable (r.v.) following the chi-square dis-
tribution withN degrees of freedom with the probability density
function (PDF) denoted byfT (t, N). Define‖eh‖2 = σ2

ehT ,
Pr{σ2

eh
T ≤ δ2h} is some predefined bounding probability and

given by [15]

Pr{σ2
ehT ≤ δ2h} =

∫ δ2h/σ
2

eh

0

fT (t, N)dt

=
1

Γ(N/2)
γ

(
N

2
,

δ2h
2σ2

eh

) (17)

where Γ(·) and γ(·) are the complete and lower complete
Gamma functions, respectively. Moreover, we choose the up-
per boundδ to guarantee the bounding probability achieving a
value of1−exp(−c/σ2

eh), where c is a positive constant,. In this
way, the achieved bounding probability scales with the channel
estimation error variance. Therefore, given the estimation error
variance, the upper bound of the norm of the channel uncertainty
can be numerically determined.

Generally speaking, channel estimation error is much smaller
compared to the actual channel, so it is reasonable to not take the
second-order terms ofeh andeg and their cross-product into ac-
count. By applying the operation in (6) to the channel estimate
vectors,̂h andĝ, as well as the estimation error vectors,eh and
eg, we can obtain

h̃j =
ˆ̃
hj + ẽh,j andg̃j = ˆ̃gj + ẽg,j, (j = 1,2). (18)

Then, we substitute (18) into (9), the received SNR at sourceA
under imperfect channel conditionγrob

A in terms of channel es-
timates and estimation error can be determined. After ignoring
the second-order terms and cross-product of channel estimation
errors, both the numerator and denominator ofγrob

A are given by

rrobA ≈ tr(wLw
H
L aHa)

+ tr
(

wLw
H
L (aH(ˆ̃g1 ⊙ ẽh,2) + (ˆ̃g1 ⊙ ẽh,2)

Ha)
)

+ tr
(

wLw
H
L (aH(

ˆ̃
h2 ⊙ ẽg,1) + (

ˆ̃
h2 ⊙ ẽg,1)

Ha)
)

,

(19a)

srobA = trob
n + trob

s = trob
n

≈ tr
(

wLw
H
L (Nr ⊙ (ˆ̃hH

2
ˆ̃
h2))

)

+tr
(

wLw
H
L (Nr ⊙ (

ˆ̃
hH
2 ẽh,2))

)

+tr
(

wLw
H
L (Nr ⊙ (ẽHh,2

ˆ̃
h2))

)

, (19b)

respectively, wherea = ˆ̃g1 ⊙ ˆ̃
h2 andtrob

s = 0. It can be easily
shown that the following relations hold true:

wLw
H
L (x⊙ y) (x⊙ z)H = z

(

(xx)T ⊙wLw
H
L

)

y, (20a)

tr
(
wLw

H
L

((
xHy

)
⊙ Z

))
= y

(
ZT ⊙wLw

H
L

)
xH (20b)

wherex,y, z ∈ C∞×N∈

andZ ∈ CN∈×N∈

. By using (20a)
and (20b), and noting thatR

{
wH

L ZwL

}
= R

{
wH

L ZHwL

}

andI
{
wH

L ZwL

}
= −I

{
wH

L ZHwL

}
, rrobA andsrobA can be

simplified to

rrobA ≈ tr(wLw
H
L aHa)+2R

{

ẽ〈,∈

(

(ˆ̃gH
1
ˆ̃g1)

T ⊙wLw
H
L

)
ˆ̃
hH
2

}

+2R
{

ẽ},∞

(

(
ˆ̃
hH
2
ˆ̃
h2)

T ⊙wLw
H
L

)

ˆ̃gH
1

}

, (21a)

srobA ≈ tr
(

wLw
H
L (Nr ⊙ (ˆ̃hH

2
ˆ̃
h2))

)

+2R
{

ẽ〈,∈

(

(Nr)T ⊙wLw
H
L

)
ˆ̃
hH
2

}

+ σ2
nA

. (21b)

For the transmit power at the multiple-antenna relay, the channel
uncertainty should also be included by incorporatingEUL =
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[eh eg] into (11) as

P rob
R =wH

L ĈwL + tr
(

W
(
EULĤ

H
UL + ĤULE

H
UL

)
WH

)

≈wH
L ĈwL + 2R

{(
ˆ̃
h1 ⊙ vec(WHW)T

)

ẽHh,2

+
(

ˆ̃g1 ⊙ vec(WHW)T
)

ẽHg,2

}

(22)

whereĈ =

((

ĤULĤ
H
UL + σ2

nR
IN

)T

⊗ IN

)

.

IV. PROPOSED ROBUST MIMO RELAY DESIGN

Typically, robust techniques employ stochastic or worst-case
approaches depending upon different CSI error models [24].
The statistics of the CSI error are known under the stochastic
philosophy, while the channel error is specified in some uncer-
tainty region in the worst-case method. Since the CSI errorsare
assumed to be inside the sets ofR〈 andR} in (16), the worst-
case approach is exploited in this section to design the robust
multiple-antenna relay precoder by optimizing the worst-case
performance.

A. Problem Formulation with Imperfect CSI

The objective of the proposed robust multiple-antenna relay
design is to minimize the worst-case transmit power while ful-
filling the worst-case SNR constraints at both sources. The so-
called worst-case is based upon the largest possible errorseh
and eg which are norm-bounded byδh and δg, respectively.
Hence, the worst-case SNR for each source is the minimum
SNR above the predetermined threshold to guarantee the QoS in
the presence of the largest possible errors. Similarly, theworst-
case transmit power is the maximum power that the multiple-
antenna relay needs to spend in forwarding the linearly pro-
cessed signal under the largest possible CSI estimation errors.

Let Pwc
R denote the worst-case transmit power andγwc

A the
worst-case SNR at sourceA. So,Pwc

R can be mathematically
expressed as

Pwc
R = max

‖eh‖≤δh,‖eg‖≤δg
P rob
R , (23)

whereP rob
R is given by (22), andγwc

A can be written as

γwc
A = min

‖eh‖≤δh,‖eg‖≤δg
γrob
A . (24)

Then, we modify both the objective of transmit power as well
as the QoS conditions in (12) by replacing both with the worst-
case transmit power of (23) and the worst-case received SNR of
(24) to incorporate the robustness against unknown but norm-
bounded channel estimation errors. The so-called robust design
of multiple-antenna relay precoder under the worst-case philos-
ophy becomes

Prob : min
wL

max
‖eh‖≤δh,‖eg‖≤δg

P rob
R

s.t. min
‖eh‖≤δh,‖eg‖≤δg

γrob
k ≥ γth, k ∈ {A,B}.

(25)

Note that the objective turns out to minimize the maximum
multiple-antenna relay transmit power with respect to the largest
possible CSI errors.

Unfortunately, the numerator and denominator ofγrob
A , i.e.,

(21a) and (21b) are not independent, which complicates further
solving (25) to obtain any tractable design. So, we strengthen
the worst-case QoS constraints by replacing the worst-casere-
ceived SNR of (24) with its lower bound̃γwc

A as [25]

γwc
A ≥ min‖eh‖≤δh,‖eg‖≤δg r

rob
A

max‖eh‖≤δh s
rob
A

, γ̃wc
A . (26)

To this end, the proposed optimization problem can be rewrit-
ten as

P : min
wL

Pwc
R

s.t. γ̃wc
k ≥ γth, k ∈ {A,B}

(27)

where the worst-case SNR is substituted by its lower boundγ̃wc
k .

Moreover, considering the numerator ofγ̃wc
A in (26), it’s a

minimization problem with the estimation errors bounded by
their Euclidean norms. Referring to (21a), sinceẽh,2 and ẽg,1
are defined from (6) and equal toeThD2 andeTg D1, respectively,
we apply Cauchy-Schwarz inequality to the last two terms of
rrobA and determine the minimum as

min
‖eh‖≤δh,‖eg‖≤δg

rrob
A = tr

(
wLw

H
L aHa

)
−

2δh

∥
∥
∥D2

(

(ˆ̃gH
1
ˆ̃g1)

T ⊙wLw
H
L

)
ˆ̃
hH
2

∥
∥
∥−

2δg

∥
∥
∥D1

(

(ˆ̃hH
2
ˆ̃
h2)

T ⊙wLw
H
L

)

ˆ̃gH
1

∥
∥
∥ . (28)

Similarly, the maximization problem of the denominator in (26)
can also be solved by replacingẽh,2 with eThD2 and then apply-
ing Cauchy-Schwarz inequality to the second term. However,
the solution is positive for maximization whereas negativefor
minimization. So, we get

max
‖eh‖≤δh

srob
A = tr

(

wLw
H
L

(

Nr ⊙
(
ˆ̃
hH
2
ˆ̃
h2

)))

+ 2δh

∥
∥
∥D2

(

(Nr)
T ⊙wLw

H
L

)
ˆ̃
hH
2

∥
∥
∥+ σ2

nA
.

(29)

Applying (28) and (29) to (26), the robust SNR constraint at
sourceA in (27) can be given in tractable form. For the problem
of maximizing the robust transmit power at the multiple-antenna
relayP rob

R as given in (23), the worst-case transmit power can
be derived as

max
‖eh‖≤δh,‖eg‖≤δg

P rob
R = 2δh

∥
∥
∥D2

(
ˆ̃
h1 ⊙ vec

(
WHW

)T
)∥
∥
∥

+ 2δg

∥
∥
∥D2

(

ˆ̃g1 ⊙ vec
(
WHW

)T
)∥
∥
∥

+ wH
L ĈwL

, 2δh
∥
∥HAvec

(
wLw

H
L

)∥
∥

+ 2δg
∥
∥HBvec

(
wLw

H
L

)∥
∥

+ wH
L ĈwL (30)
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P : min
wL

wH
L ĈwL + 2δh

∥
∥HAvec

(
wLw

H
L

)∥
∥+ 2δg

∥
∥HBvec

(
wLw

H
L

)∥
∥

s.t. tr
(

wLw
H
L

(

aHa− γth

(

Nr ⊙
(
ˆ̃
hH
2
ˆ̃
h2

))))

≥ 2δh

∥
∥
∥
∥
D2

((

ˆ̃gH
1
ˆ̃g1

)T

⊙wLw
H
L

)

ˆ̃
hH
2

∥
∥
∥
∥

+ 2δg

∥
∥
∥
∥
D1

((
ˆ̃
hH
2
ˆ̃
h2

)T

⊙wLw
H
L

)

ˆ̃gH
1

∥
∥
∥
∥

+ 2γthδh

∥
∥
∥D2

(

(Nr)T ⊙wLw
H
L

)
ˆ̃
hH
2

∥
∥
∥

+ γthσ
2
nA

,

tr
(

wLw
H
L

(

bHb− γth

(

Nr ⊙
(

ˆ̃gH
2
ˆ̃g2

))))

≥ 2δg

∥
∥
∥
∥
D2

((
ˆ̃
hH
1
ˆ̃
h1

)T

⊙wLw
H
L

)

ˆ̃gH
2

∥
∥
∥
∥

+ 2δh

∥
∥
∥
∥
D1

((

ˆ̃gH
2
ˆ̃g2

)T

⊙wLw
H
L

)

ˆ̃
hH
1

∥
∥
∥
∥

+ 2γthδg

∥
∥
∥D2

(

(Nr)T ⊙wLw
H
L

)

ˆ̃gH
2

∥
∥
∥

+ γthσ
2
nB

wherea = ˆ̃g1 ⊙ ˆ̃
h2 andb = ˆ̃

h1 ⊙ ˆ̃g2. (31)

Table 1. Pesudocode for constructing HA and HB.

Step 1: Initialization:l = 0, H̃A = H̃B = zeros(N2, N4).
Step 2: Forj = 1 : N
Step 3: Fori = 1 : N
Step 4: l = l + 1;

p = [(i− 1)N3 + (j − 1)N + 1 : N2

+1 : iN3 + jN ];

H̃A(l, p) = ĥ1(l), H̃B(l, p) = ĝ1(l)
Step 5: End Step 3.
Step 6: End Step 2.
Step 7: HA = D2H̃A, HB = D2H̃B where

D2 = 11×N ⊗ IN as provided in (6).

whereHA,HB ∈ CN×N△

can be constructed by using the
pseudocode presented in Table 1.

The same approach can be applied to the transmission from
A toB to derive the robust SNR constraint at sourceB. Finally,
the proposed optimization problem in (27) can be specified as

B. Semidefinite Relaxation based Approximation

By observing the optimization problem of (31), both the ob-
jective and constraints consist of the second-order terms of wL

inside the norms and accordingly are nonconvex. However, af-
ter some tricky manipulation step by step, this problem can be
solved, and an approximate solution toP can be obtained. We
refer to this approach as the two-stage SDR-based approxima-
tion [22].

Define W̃ = wLw
H
L ∈ CNN×NN , then W̃ � 0 and

rank(W̃) = 1. It can be easily shown thatwH
L XwL =

tr(wH
L XwL) = tr(XwLw

H
L ) = tr(XW̃). Now, we change

the optimization variable in (31) fromwL toW̃, and rewrite the

optimization problem in terms of̃W as

P2 : min
W̃

tr(ĈW̃)+2δh

∥
∥
∥HAvec(W̃)

∥
∥
∥+2δg

∥
∥
∥HBvec(W̃)

∥
∥
∥

s.t. tr(AW̃) ≥ 2δh

∥
∥
∥D2

(

(ˆ̃gH
1
ˆ̃g1)

T ⊙ W̃
)
ˆ̃
hH
2

∥
∥
∥

+ 2γthδh

∥
∥
∥D2

(

(Nr)T ⊙ W̃
)
ˆ̃
hH
2

∥
∥
∥

+ γthσ
2
nA

,

tr(BW̃) ≥ 2δg

∥
∥
∥D2

(

(
ˆ̃
hH
1
ˆ̃
h1)

T ⊙ W̃
)

ˆ̃gH
2

∥
∥
∥

+ 2δh

∥
∥
∥D1

(

(ˆ̃gH
2
ˆ̃g2)

T ⊙ W̃
)
ˆ̃
hH
1

∥
∥
∥

+ 2γthδg

∥
∥
∥D2

(

(Nr)T ⊙ W̃
)

ˆ̃gH
2

∥
∥
∥

+ γthσ
2
nB

,

W̃ � 0, rank(W̃) = 1 (32)

whereA = aHa − γth

(

Nr ⊙
(
ˆ̃
hH
2
ˆ̃
h2

))

andB = bHb −
γth

(

Nr ⊙
(

ˆ̃gH
2
ˆ̃g2

))

.

The problemP2 is still nonconvex due to the last̃W rank-one
constraint in (32). After removing this nonconvex constraint, we
obtain a relaxation counterpart of (32) denoted byP3 as shown
below.

P3 : min
W̃

tr(ĈW̃)+2δh

∥
∥
∥HAvec(W̃)

∥
∥
∥+2δg

∥
∥
∥HBvec(W̃)

∥
∥
∥

s.t. tr(AW̃) ≥ 2δh

∥
∥
∥D2

(

(ˆ̃gH
1
ˆ̃g1)

T ⊙ W̃
)
ˆ̃
hH
2

∥
∥
∥

+ 2δg

∥
∥
∥D1

(

(
ˆ̃
hH
2
ˆ̃
h2)

T ⊙ W̃
)

ˆ̃gH
1

∥
∥
∥

+ 2γthδh

∥
∥
∥D2

(

(Nr)T ⊙ W̃
)
ˆ̃
hH
2

∥
∥
∥

+ γthσ
2
nA

,
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tr(BW̃) ≥ 2δg

∥
∥
∥D2

(

(
ˆ̃
hH
1
ˆ̃
h1)

T ⊙ W̃
)

ˆ̃gH
2

∥
∥
∥

+ 2δh

∥
∥
∥D1

(

(ˆ̃gH
2
ˆ̃g2)

T ⊙ W̃
)
ˆ̃
hH
1

∥
∥
∥

+ 2γthδg

∥
∥
∥D2

(

(Nr)T ⊙ W̃
)

ˆ̃gH
2

∥
∥
∥

+ γthσ
2
nB

,

W̃ � 0 (33)

which is a convex optimization problem. Note that by introduc-
ing a new variable,P3 can be easily reformulated as a standard
semidefinite programming (SDP) problem consisting of linear
objective and second-order cone and positive semidefinite con-
straints. The convex problem of (33) can be efficiently solved
with Matlab by using theYALMIP toolbox [26].

The optimization problemP3 subsumes the problemP2,
since the feasible region ofP2 is a subset of that ofP3. In gen-
eral, the optimal solution toP3 is of rankr with r > 1 rather
than rank-one, which makesP2 infeasible. The Gaussian ran-
domization technique [12], [22], [27] can be adopted to con-
struct a feasible rank-one solution toP2 from the optimal solu-
tion of relaxed SDP problemP3. So the two-stage SDR-based
approximation method used in this paper consists of solvingthe
relaxation problemP3 in the first stage and then applying the
randomization technique to the optimal solution ofP3 in the
second stage. This method will lead to an approximate solution
to P2. In the following, the Gaussian randomization method is
presented.

Let W̃opt denote the optimal solution toP3 in (33). The idea
behind the Gaussian randomization is to generate a large number
of candidate vectors representing the multiple-antenna relay pre-
coder matrix fromW̃opt and choose the one that can be scaled
to guarantee the SNR constraints ofP2 in (32) at the minimum
transmit power cost. Initially, the eigenvalue decomposition of
the optimal matrixW̃opt is calculated asW̃opt = UΣUH.
Let vL be a column vector ofN2 zero-mean, unit-variance
complex circularly symmetric uncorrelated Gaussian r.v.’s, i.e.,
vL ∼ CN (0, IN2). Then, the candidate vectorwc

L is con-
structed aswc

L = UΣ1/2vL, and the multiple-antenna relay
precoder matrix can herein be obtained through the reverse vec-
torization operation asWc = vec−1(wc

L). This ensures that
E[wc

L(w
c
L)

H] = W̃opt, denoted bywc
L ∼ CN (0,W̃opt).

Sincewc
L depends on the particular realization ofvL, the con-

straints of the original problemP in (31) might be violated or
over-satisfied. Accordingly we can seek a positive boost or re-
duction factor to scalewc

L to the minimum length that is nec-
essary to satisfy the constraints. Denote the scale factor as

√
λ,

and based upon the problemP2 in (32) define

α = tr
(

ĈW̃c
)

+ 2δh
∥
∥HAvec(W̃c)

∥
∥+ 2δg

∥
∥HBvec(W̃c)

∥
∥,

βA = tr
(

AW̃c
)

− 2δh
∥
∥D2

(
(ˆ̃gH

1
ˆ̃g1)

T ⊙ W̃c
)ˆ̃
hH
2

∥
∥

− 2δg
∥
∥D1

(
(
ˆ̃
hH
2
ˆ̃
h2)

T ⊙ W̃c
)
ˆ̃gH
1

∥
∥

− 2γthδh
∥
∥D2

(
(Nr)T ⊙ W̃c

)ˆ̃
hH
2

∥
∥,

βB = tr(BW̃c)− 2δg
∥
∥D2

(
(
ˆ̃
hH
1
ˆ̃
h1)

T ⊙ W̃c
)
ˆ̃gH
2

∥
∥

− 2δh
∥
∥D1

(
(ˆ̃gH

2
ˆ̃g2)

T ⊙ W̃c
)ˆ̃
hH
1

∥
∥

− 2γthδg
∥
∥D2

(
(Nr)T ⊙ W̃c

)
ˆ̃gH
2

∥
∥

(34)

whereW̃c = wc
L(w

c
L)

H, and henceW̃c � 0, rank(W̃) = 1.
Then, it turns out that the following problem can be resortedto
converting the candidate of multiple-antenna relay precoder to
the candidate solution toP2.

Q : min
λ≥0

λα s.t.λβk ≥ γthσ
2
nk
, k ∈ {A,B}. (35)

ProblemQ is a linear programming (LP) with a single variable
λ and linear inequality constraints. For a feasible instanceof the
LP problemQ, it is obvious thatβk should be positive. So, for
thosewc

L candidates that makeβk positive, the scaling factor
can be easily solved as

λ = max

(
γthσ

2
nA

βA
,
γthσ

2
nB

βB

)

. (36)

Therefore, the two-stage SDR-based approximation algorithm
for generating an approximate solution to the original problem
P can be summarized as
• Relaxation: Solve the relaxed equivalent SDP problemP3

and obtain the optimal solutioñWopt.
• Randomization: Check the rank ofW̃opt.
– If W̃opt = 1, then use its principal eigenvector as the optimal

solution to problemP .
– Otherwise, generate a candidatewc

L by using the afore-
mentioned Gaussian randomization method. Calculateβk, k ∈
{A,B} in (34), and if negative discard the corresponding can-
didatewc

L. Otherwise, determine and record the scaling factor
λ from (36), as well as the associated objective value in (35)
and the candidate vector. Repeat a large enough number of the
randomization procedures. In the end, choose the candidateand
scaling factor with the minimum objective value, denoted byw◦

L

andλ◦, respectively.
The approximated optimal solution to problemP can be given

aswopt
L =

√
λ◦w◦

L. The robust multiple-antenna relay precoder
matrix can herein be determined through the reverse vectoriza-
tion operation asWopt = vec−1(w

opt
L ).

V. NUMERICAL RESULTS

This section will first provide a numerical example to show
the robustness capabilities of the proposed design and compare
its performance with the non-robust approach in (12). In this ex-
ample, we takeN = 3, and consider the standard i.i.d. Rayleigh
fading model – the elements of each channel vector between
the source and relay are independent and identically distributed
(i.i.d.) CGRV with zero-mean and unit variance. For all sim-
ulations, the channel estimates are given asĥ = [0.6282 −
0.8111i − 2.0819 + 1.0171i 0.9689 − 1.2102i]T andĝ =
[−0.7558−0.5724i 0.2299−0.5338i −0.0723−0.1707i]T ,
and the noise power at the multiple-antenna relay and sources
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Fig. 2. Transmit power at the MIMO relay versus received SNR threshold
γth for the robust (1−η = 0.12) and non-robust methods. σ2

e
is fixed

at 0.002.
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Fig. 3. Outage probability of SNR versus received SNR at both sources
for the robust (1 − η = 0.12) and non-robust methods. σ2

e
is fixed

at 0.002. The outage probability for the non-robust method is zero
through all the SNR range.

are fixed at -20 and 0 dBW, respectively1. Furthermore, we as-
sume that the error variances are identical across all links, i.e.,
σ2
ehi

= σ2
egi

= σ2
e orδh = δg = δ. Through Figs. 2 to 5, we take

the error varianceσ2
e = 0.002, and the upper norm-boundδh can

be calculated by using a numerical search based on (17). The
optimization problemP3 in (33) is solved using theYALMIP
toolbox2. If the solution matrixW̃opt turns out being rank one,
the associated principal component solves the original problem
P . Otherwise, the Gaussian randomization loop in Section IV-B
is carried out. The computational complexity of this schemeis
dominated by solving the relaxed equivalent SDP problemP3,
which can be efficiently solved using the interior point method

1In practice, the relay is implemented as a fixed station, and employs expen-
sive hardware to effectively reduce the receiving noise. Onthe other hand, the
sources are usually end users like cellphone or portable wireless device, and
limited to the battery power and chip cost. Hence, we assume much higher noise
power at the sources in comparison to the relay.

2In all of our simulations,YALMIP takes seconds to solveP3 if a feasible
solution exists.

at a complexity cost that is at mostO((N4 + 2)3.5) and usually
much less [27]. With the obtained optimalwL, the worst-case
transmit power at the multiple-antenna relay is calculatedbased
on (30). Moreover, after substitutingHUL = ĤUL +EUL into
(11) and then averaging over 1,000 independent realizations of
estimation errorseh andeg, the average transmit power of the
robust method is obtained. For the comparison purpose, the non-
robust method in (12) is implemented to obtain the optimal so-
lution denoted bywnrob

L without taking into account the chan-
nel estimation error. Similarly, the transmit power for thenon-
robust method withwnrob

L in (11) is averaged by considering
1,000 random realizations ofeh andeg.

Fig. 2 illustrates the transmit power at the multiple-antenna
relay versus SNR thresholdγth for both robust and non-robust
methods. Denoteη = Pr{σ2

ehT ≤ δ2h}, and1 − η is fixed at
0.12 in this figure which corresponds toc of 0.0042 andδ of
0.108. As shown in Fig. 2, the transmit power increases for all
cases with increasingγth. It can be intuitively reasoned that the
multiple-antenna relay requires more power in order to guar-
antee higher QoS requirement at the sources. For the robust
method, the worst-case transmit power is slightly larger than
the average power, which manifests itself in the fact that (30)
has two more terms comparing to (11). Moreover, the average
transmit power curve of the non-robust method lies below that
of the robust method with a power gap of around−2 dBW, since
more power is needed to combat channel uncetainty. Based on
the powers obtained in Fig. 2, we plot the outage probability
for each source in Fig. 3 as a function of the SNR threshold. It
should be noted that the outage probability here is not defined to
indicate the fading of the channel itself by convention, butrefers
to the probability that the received SNR3 at the sources is below
the threshold for the given channel estimates due to the CSI er-
rors4. It can be observed from Fig. 3 that both sources have al-
most the same outage probability resulting from the symmetric
channel condition. Furthermore, the outage probability for the
non-robust method is affected deeply by the channel estimation
errors, whereas the proposed robust method efficiently combats
the effect of estimation errors as the outage is zero throughall
the SNR range.

Next, Figs. 4 and 5 investigate the outage probability for the
robust and non-robust methods under the same amount of aver-
age transmit power. Taking the average transmit power of the
non-robust method in Fig. 2 as a baseline, the appropriateβ or
δ in the robust method is determined with the help of numerical
search for each SNR threshold to achieve almost the same av-
erage transmit power at the relay as in the non-robust method.
The resulting average transmit power is plotted in Fig. 4. As
shown in Fig. 5, the outage probability of each source for the
robust method is still zero, fully exhibiting the robustness of the
proposed multiple-antenna relay design against the influence of
estimation errors. So, we can conclude that the robust method
far outperforms the non-robust method in terms of outage prob-
ability with the same or similar average transmit powers at the

3The actual received SNR in the simulations is calculated based on (8) by
using the solved optimum relay precoder form either non-robust (12) or robust
design (25) and the real channels from (13).

4The outage probability is averaged over 1,000 independent trials, and in each
trial 1,000 outage events are captured by randomly generating the estimation
errors.
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Fig. 4. Transmit power at the MIMO relay versus received SNR threshold
γth for the robust (1 − η is adjusted for each γth) and non-robust
methods. σ2

e
is fixed at 0.002.
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Fig. 5. Outage probability of SNR at both sources for the robust (1−η) is
adjusted for each γth) and non-robust methods. σ2

e
is fixed at 0.002.

The outage probability for the non-robust method is zero through all
the SNR range.

multiple-antenna relay.
In Figs. 6 and 7, we plot the transmit power at the multiple-

antenna relay and the outage probability of SNR for both sources
versus the error varianceσ2

e , respectively. We takec = 0.0042
andγth = 2 dB for both figures. Since the non-robust method is
based upon the perfect channels, the CSI errors don’t impactthe
design, and the average transmit power at the multiple-antenna
relay remains almost the same across different error variances as
shown in Fig. 6. But for the robust method, the increasing value
of σ2

e implies worse channel condition, and more transmit power
is needed to provide the robustness. As in previous cases, the
outage probability of SNR versusσ2

e in the given range remains
zero for the robust method whereas more than50% is observed
for the non-robust method. Hence, the proposed robust method
can serve the QoS requirement for both sources but at the cost
of a larger transmit power at the multiple-antenna relay.

Besides the performance improvement, the feasibility issue is
also of interest. Since problemP3 is a relaxation of problem
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Fig. 6. Transmit power at the multiple-antenna relay versus error vari-
ance σ2
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for the robust and non-robust methods. γth is fixed at 2

dB.
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Fig. 7. Outage probability of SNR versus error variance σ2
e

at both
sources for the robust and non-robust methods. γth is fixed at 2
dB. The outage probability for the non-robust method is zero through
all the error variance range.

P2, P3 is feasible as long asP2 is. But the converse is gen-
erally not true. In order to establish the feasibility of thepro-
posed two-stage SDR-based approximation, the first is thatP3

is feasible, and once a feasible solution toP3 is found the ran-
domization loop should yield at least one feasible solution, i.e.,
βk, k ∈ {A,B} in (34) should be positive. It has been verified in
the simulations that if the randomization loop can yield at least
one feasible solution, each randomization procedure of theloop
can produce a feasible solution. After a large number of random-
ization procedures have generated a predetermined number5 of
feasible solutions, the best feasible solution can be selected as
the approximated optimum solution to the original problemP .
Otherwise, the randomization loop will fail to return any feasi-
ble solution. Note that the randomization loop is another factor
contributing to the complexity of the SDR-based approximation
algorithm. As long as the randomization loop can yield at least
one feasible solution, the randomization loop will run a prede-

5In our simulations, we choose the number to be 1,000.
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Table 2. Simulation results with various transmit antennas N = 3 and

N = 6 versus received SNR threshold based on 1,000 different

independent channel realizations. The noise variance at the MIMO relay

Nr is fixed at 0.1.

N = 3 N = 6
γth Feas.P3 Feas. appr. Feas.P3 Feas. appr.

# % # % # % # %
2 997 99.7 981 98.4 1000 100.0 1000 100.0
4 988 98.8 958 97.0 1000 100.0 1000 100.0
6 964 96.4 914 94.8 1000 100.0 999 99.9
8 911 91.1 799 87.7 1000 100.0 999 99.9
10 784 78.4 590 75.3 998 99.8 983 98.5
12 532 53.2 324 60.9 980 98.0 900 91.8
14 203 20.3 96 47.3 863 86.3 651 75.4

Table 3. Simulation results with various noise variance Nr = 0.1 and

Nr = 0.01 versus received SNR threshold based on 1,000 different

independent channel realizations. The number of transmit antennas at

MIMO relay N is fixed at 3.

Nr = 1 Nr = 0.01
γth Feas.P3 Feas. appr. Feas.P3 Feas. appr.

# % # % # % # %
2 533 53.3 329 61.7 1000 100.0 999 99.9
4 204 20.4 96 47.1 999 99.9 998 99.9
6 38 3.8 14 36.8 999 99.9 997 99.8
8 3 0.3 1 33.3 999 99.9 996 99.7
10 - - - - 998 99.8 991 99.3
12 - - - - 997 99.7 980 98.3
14 - - - - 987 98.7 957 97.0

termined number of times and each run will generate a feasible
solution. So the complexity of the randomization loop isO(1)
under the condition that the feasible solution exists6. Hence, the
feasibility issue is of more significance than the algorithmcom-
plexity.

Feasibility depends on various factors: the number of trans-
mit antennas, the channel characteristics, the noise variance, and
finally the received SNR threshold, which is investigated inthe
simulations by exploiting 1,000 different channel realizations.
For each simulation run, the feasibility ofP3 is first verified.
If P3 is feasible, the randomization loop will be carried out to
see if any feasiblewL to the original problemP can be yielded.
Table 2 compares different number of transmit antennas, i.e.,
N = 3 andN = 6 with fixed noise variance of 0.1 at the
multiple-antenna relay, while Table 3 fixes the number of trans-
mit antennas atN = 3 and compares the different noise variance
of 1 and 0.01. For each of these configurations, the same re-
ceived SNR targets are requested for both sources ranging from
2 dB to14 dB to investigate the impact of received SNR thresh-
old. The other simulation parameters are in accordance with
the ones used previously. The number of 1,000 simulations and
corresponding percentage for whichP3 is feasible are listed in

6In our simulations, it usually takes around one second to generate 1,000 can-
didates based on 2.4 GHz Intel Core 2 Duo processor. So plus the time solving
the relaxed optimization problemP3, the total processing time to yield an op-
timal approximate solution to the original problemP is in the time order of
seconds.

the columns “Feas.P3”, in which “#” denotes the number and
“%” represents the percentage. Columns “Feas. appr.” report
the number of problem instances for which, once a feasible so-
lution toP3 is found, the randomization loop yields at least one
feasible solution, as well as the corresponding percentage. In all
configurations considered, the higher the received SNR thresh-
old, the less likely thatP3 is feasible and that the randomiza-
tion loop yields a feasible solution toP . It can be observed in
Table 2 that increasing the number of transmit antennas at the
multiple-antenna relay increases the feasibility for bothrelax-
ation and randomization. This observation is expected since ex-
ploring more antennas can better combat the channel uncertainty
by providing higher received SNR for both sources. Finally,P3

is getting more difficult to solve for higher noise variance at the
multiple-antenna relay as illustrated in Table 3.

VI. CONCLUSIONS

In this paper, we have addressed the robust multiple-antenna
relay design problem in TWRN and provided the robust
multiple-antenna relay design based on the channel estimates.
The channel estimation error has been explicitly taken intoac-
count in the design, and the worst-case philosophy has been
adopted to include the robustness. Based upon the design crite-
ria of QoS, we seek to minimize the worst-case transmit power
at multiple-antenna relay while guaranteeing the worst-case re-
ceived SNR above a prescribed threshold at both sources. The
formulation turns out nonconvex, but has been transformed into
a convex optimization problem that can be efficiently solved
by means of SDR and randomization technique. The simulation
shows that transmit power expectedly increases with higherQoS
requirement. The extra power is used to combat channel uncer-
tainty. Nevertheless, the proposed system triumphs at limiting
power outage probability, as it has led to almost zero outage
probability through an extensive SNR range at similar rangeof
transmit power. From the numerical results, it can also be con-
cluded that feasibility decreases with the increasing SNR thresh-
old or noise variance levels. However, the problem can be alle-
viated by increasing the number of transmit antennas.
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