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Energy-Efficient Scheduling with Individual Packet Delay
Constraints and Non-Ideal Circuit Power

Yinghao Jin, Jie Xu, and Ling Qiu

Abstract: Exploiting the energy-delay tradeoff for energy saving
is critical for developing green wireless communication systems.
In this paper, we investigate the delay-constrained energy-efficient
packet transmission. We aim to minimize the energy consumption
of multiple randomly arrived packets in an additive white Gaus-
sian noise channel subject to individual packet delay constraints,
by taking into account the practical on-off circuit power consump-
tion at the transmitter. First, we consider the offline case,by assum-
ing that the full packet arrival information is known a priori at the
transmitter, and formulate the energy minimization problem as a
non-convex optimization problem. By exploiting the specific prob-
lem structure, we propose an efficient scheduling algorithmto ob-
tain the globally optimal solution. It is shown that the optimal solu-
tion consists of two types of scheduling intervals, namely “selected-
off” and “always-on” intervals, which correspond to bits-per-joule
energy efficiency maximization and “lazy scheduling” rate alloca-
tion, respectively. Next, we consider the practical onlinecase where
only causal packet arrival information is available. Inspired by
the optimal offline solution, we propose a new online scheme.It is
shown by simulations that the proposed online scheme has a com-
parable performance with the optimal offline one and outperforms
the design without considering on-off circuit power as wellas the
other heuristically designed online schemes.

Index Terms: Energy efficiency, individual packet delay con-
straints, on-off circuit power, scheduling.

I. INTRODUCTION

Due to the explosive growth of wireless devices and appli-
cations, the energy consumption of wireless networks has dra-
matically increased. To reduce energy consumption as well as
to decrease the resulting carbon dioxide emission, green wire-
less communication has attracted much interest recently, and
many innovative green techniques among different protocollay-
ers have been proposed [1]. The authors of [2] pointed out
four fundamental tradeoffs for green wireless networks, among
which exploiting the energy-delay tradeoff for energy saving is
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significantly important. On the other hand, the emerging data
applications in recent wireless networks always have heteroge-
neous delay requirements, which must be guaranteed to ensure
the service experience [3]. As a result, the design of energy-
efficient resource allocation schemes to reduce the energy con-
sumption subject to delay constraints has become an essential
issue for green wireless communication systems.

There have been some works in the literature discussing the
energy efficient scheduling under delay constraints [4]–[9]. In
[4], the authors considered the energy minimization problem in
an additive white Gaussian noise (AWGN) channel under dy-
namic packet arrivals, where an optimal “lazy scheduling” rule
was proposed to conserve energy subject to a single packet de-
lay constraint (deadline). The idea of “lazy scheduling” was ex-
tended to the case under individual packet delay constraints in
[5] and [6]. In [7] and [8], the authors considered the energy-
efficient scheduling over fading channels, and designed op-
portunistic transmission schedulers by exploiting the stochas-
tic characteristics of wireless channels. However, all theabove-
mentioned works considered transmit power as the only energy
budget. In this case, the consumed energy for data transmission
over a wireless link can always be reduced by prolonging the
transmission time, i.e., longer delay will result in less transmis-
sion energy. Nevertheless, for a practical transmitter, besides the
transmit power, the transmission independent non-ideal circuit
power also accounts for a significant portion of the total energy
consumption. In particular, when the transmitter ison, i.e., the
transmit power is larger than zero, the circuits such as the alter-
nating current/direct current (AC/DC) converters, mixers, and
filters consume significant power which is comparable with the
transmit power; whereas when the transmitter isoff with zero
transmit power, the circuits can be turned off to save energy. Be-
cause of the on-off feature, the circuit power has a significantly
impact on the energy-delay tradeoff and thus will fundamentally
change the energy efficient scheduling principles. Specifically, it
is observed in [2] that transmitting at infinitely small datarates
with extremely long delay is always optimal when considering
only the transmit power, however, it is not optimal any more
if the on-off circuit power is taken into account. This is dueto
the fact that slowing down the transmission rates reduces the
transmission energy [4] but in turn increases the circuit energy
[10]. As a result, there exists a tradeoff between transmit power
and circuit power consumption. Motivated by this phenomenon,
the energy-efficient scheduling rules should be redesigned. It is
worth remarking that energy-efficient power allocation to maxi-
mize the bits-per-joule energy efficiency (EE) by considering the
non-ideal circuit power has been extensively studied in thelit-
erature (please see [10]–[12] and the references therein),where
the EE is generally defined as the achievable throughput divided
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by the total energy consumption during transmission. However,
these works only considered constant circuit power but did not
capture its on-off feature; meanwhile, they only considered
static systems without considering the effect of traffic dynam-
ics such as random data arrivals and departures.

In this paper, we investigate the energy-efficient scheduling
problem in an AWGN channel with multiple randomly arrived
packets, where each packet is subject to an individual delay
constraint. We also consider a practical on-off circuit power at
the transmitter. We aim to optimize the transmission duration
(or rates) of packets to minimize the total energy consumption
while ensuring the individual delay constraint of each packet.
First, we consider the offline optimization by assuming thatthe
data arrival information is known prior to the transmission. In
this case, the energy minimization problem is formulated asa
non-convex problem owning to the on-off circuit power. By ex-
ploiting the specific problem structure, we propose an efficient
algorithm to achieve the globally optimal solution to the formu-
lated problem. The optimal solution is shown to consist of two
types of scheduling intervals, namely “selected off” and “always
on” intervals, where for the former “selected off” intervals, the
transmitter switches betweenon andoff, and EE-maximization
rate allocation is employed during theon state; whereas for the
latter “always on” intervals, the transmitter is alwayson, and the
“lazy scheduling” rate allocation rule is utilized. As a result, the
EE-maximization and “lazy scheduling” are combined in the op-
timal solution of our interest. Next, we consider the onlinecase
where only causal knowledge of the packet arrival information
is available at the transmitter. Inspired by the optimal offline so-
lution, we propose a new online policy. It is shown by simu-
lations that the proposed online policy achieves a comparable
performance with the optimal offline scheme and outperforms
the design without considering the non-ideal circuit poweras
well as the other heuristically designed online schemes.

The rest of this paper is organized as follows. Section II intro-
duces the system model and presents the problem formulation.
Section III presents the optimal offline scheduler and Section IV
proposes the online schedulers. Section V provides the numeri-
cal results. Finally, Section VI concludes this paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a point-to-point single-antenna link where the
transmitter sendsM packets to the receiver,M ≥ 1. It is
assumed that each packeti randomly arrives at timeti, i =
1, · · ·,M , whereti’s are generally modeled as a random pro-
cess following a continuous probability distribution. Forconve-
nience, we sett1 = 0 and denote the inter-arrival time asdi, i.e.,
di = ti+1 − ti, i = 1, · · ·,M − 1. The packet size of theith
packet is denoted asBi (bits), whereBi ≥ 0, i = 1, · · ·,M . We
also assume that each packeti has an individual delay constraint
represented byTi, i.e., the packet must be delivered before the
deadlineti+Ti, i = 1, · · ·,M . For the last packetM , we denote
dM = TM as its inter-arrival time for convenience.

We consider an AWGN channel in this study. Let us suppose
that the transmit power over time isp(t), t ≥ 0. By employing
the adaptive modulation and coding, the achievable ratec(t) at

time t ≥ 0 is denoted as [13]

c(t) = wlog2

(
1 +

g

σ2Γ
p(t)

)
(1)

wherew is the bandwidth,g is the channel gain,Γ ≥ 1 accounts
for the gap from the channel capacity owning to the practical
modulation and coding scheme used, andσ2 = N0w denotes the
noise power at the receiver withN0 being the noise power spec-
tral density. For notational convenience, we denoteγ = g/σ2Γ
as the channel gain to noise ratio. Thus, we have

p(t) =
2

c(t)
w − 1

γ
. (2)

We consider a practical power model by taking into account
the on-off circuit power. In particular, if the transmitteris on
with c(t) > 0, then the circuits such as the AC/DC convert-
ers, mixers, and filters consume a significant amount of energy,
which is specified by the non-ideal circuit power. On the other
hand, if the transmitter isoff with c(t) = 0, the transmitter can
switch off these circuit components to save energy during which
only the idling power given byβ ≥ 0 is consumed. Hence, a
practical power consumption model is given by [14]

f (c (t)) =

{
2

c(t)
w −1
ηγ + α, c (t) > 0,

β, c (t) = 0
(3)

where0 < η ≤ 1 is the drain efficiency of the power amplifier.
In practice,β is much smaller thanα and thus can be ignored
without loss of generality, i.e., we setβ = 0 in the sequel. Fur-
thermore, sinceη is only a scaling constant, we also assume
η = 1 in the rest of this study. The results in this study can be
readily extended to the case whereβ > 0 and0 < η < 1.

Suppose that the transmission duration of packeti is denoted
as τi with 0 < τi ≤ Ti, i = 1, · · ·,M , during which the
transmitter ison, and denoteτ = [τ1, τ2, · · ·, τM ] as a vector
consisting of the transmission duration of theM packets. Be-
causef (c (t)) can be shown to be strictly convex inc (t) when
c (t) > 0, we can easily verify that the optimal policy is to set the
transmission rate as a constantBi/τi, i = 1, · · ·,M during the
transmission duration [6]. We letE (τi) denote the total energy
required to deliver theith packet with transmission durationτi,
then it follows that

E (τi) =

(
2

Bi
τiw − 1

γ
+ α

)
τi, i = 1, · · ·,M. (4)

On the other hand, the first-in-first-out service rule [4] is ap-
plied to model the packet transmission in the present study,
where the packets are delivered on the order of their arrival.
Note that if di ≥ Ti, an idling period,t ∈ (ti + Ti, ti+1],
during which no transmission can occur, becomes inevitable
due to the fact that there is no packet to be delivered dur-
ing this period. To remove the idling periods, we use inter-
arrival vectord̂ = [d̂1, d̂2, · · ·, d̂M ] to replace the original vec-
tord = [d1, d2, · · ·, dM ], whered̂i = min(di, Ti). Accordingly,
we redefine the arrival instant of theith packet asti,arr, where
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ti,arr =
∑i−1

h=1 d̂h. After this reformulation, it is optimal to set∑M
i=1 τi ≥

∑M
i=1 d̂i in the ideal circuit power (α = 0) case as

shown in [5], which corresponds to the case when the transmit-
ter is always in theon mode. We refer to this case as “always
on”. Nevertheless, in the non-ideal circuit power (α > 0) case,
“always on” cannot be optimal any longer. We thus introduce
an off-period for packeti, which is denoted byτi,off .1 Accord-
ing to the newly introduced off-period, the scheduler may com-
pletely deliver theith packet before the packeti+1 arrives, and
the transmitter will beoff with c (t) = 0 during this off-period.
Suppose thatti,over is the instant of theith packet being com-
pletely delivered atti,over =

∑i
h=1 τh +

∑i−1
h=1 τh,off . Then,

the off-period of theith packet may correspond to the interval
(ti,over, ti+1,arr). It is worth noting that if packeti + 1 arrives
before the transmission of packeti is finished, thenτi,off will
be equal to zero. Thus, we can calculate the off-periodτi,off
recursively as

τi,off =

[
i∑

h=1

d̂h −

(
i∑

h=1

τh +

i−1∑

h=1

τh,off

)]+
(5)

where[x]+
∆
= max (0, x). Moreover, we have the following two

constraints for the packets:

i∑

h=1

(τh + τh,off) ≥
i∑

h=1

d̂h, ∀i, (6)

τi +

i−1∑

h=1

(τh + τh,off)−

i−1∑

h=1

d̂h ≤ Ti, ∀i (7)

where (6) denotes the packet causality constraints, i.e., each
packet transmission cannot begin before the packet arrives, and
(7) denotes the delay constraints, i.e., packeti must be com-
pletely delivered before the deadlineti + Ti.

We aim to optimize the transmission vectorτ to minimize the
total energy consumption of theM packets denoted byE (τ ) =∑M

i=1 E (τi) subject to delay constraints. More precisely, the
optimization problem can be formulated as

(P1) : min
τ

M∑

i=1

(
2

Bi
τiw − 1

γ
+ α

)
τi (8a)

s.t. τi +

i−1∑

h=1

(τh + τh,off)−

i−1∑

h=1

d̂h ≤ Ti, ∀i, (8b)

i∑

h=1

(τh + τh,off) ≥

i∑

h=1

d̂h, ∀i, (8c)

τi,off =

[
i∑

h=1

d̂h −

(
i∑

h=1

τh +

i−1∑

h=1

τh,off

)]+
, ∀i.

(8d)

1Note that the off-period here is different from the idling period described
previously. The previous idling period due todi − Ti > 0 has been removed
via introducingd̂i. The off-period here denotes theoff status in the duration
(ti,arr , ti+1,arr) because of the non-ideal circuit power. Moreover, the exis-
tence ofτi,off will be verified in the next section.

It can be shown that problem (P1) is generally non-convex since
the equality constraints in (8d) are generally not affine when
τi,off > 0 for any i ∈ {1, · · ·,M} [16]. Thus, it is difficult to
find the globally optimal solution to (P1). Fortunately, through
investigating the specific structure of this problem, we propose
an efficient algorithm to obtain the optimal solution as we will
show next.

Remark 1: To provide further insight, it is interesting to
point out one special case of the ideal circuit power (α = 0).
In this case, it can be shown that the total energy consumption
in (8a) is monotonically decreasing with respect to the transmis-
sion durationτi’s. As a result,τi’s should be as large as pos-
sible. This result implies that the “always on” rule should be
optimal, and accordingly it follows that the off-period should be
zero at the optimal solution, i.e.,τi,off = 0, ∀i. By substituting
τi,off = 0, ∀i, into (P1), we can show that (P1) will be reduced
to the energy minimization problem in [5], which is efficiently
solved by the lazy scheduling algorithm (please see SectionIII-
B for more details). Hence, problem (P1) generalizes the case
of the ideal circuit power in [5].

III. OPTIMAL OFFLINE SCHEDULER

In this section, we consider the offline scheduler for the en-
ergy minimization (P1), assuming that all the data arrival infor-
mation is known prior to the transmission. To obtain some in-
sights, we first consider two special cases, i.e., the single-packet
case with non-ideal circuit power (M = 1, α ≥ 0) and the multi-
packet case with ideal circuit power (M ≥ 1, α = 0), and then
extend the solution to the general case ofM ≥ 1, α ≥ 0. In this
section, unless explicitly specified, we assume that the individ-
ual delay constraints and the packet sizes of all packets arethe
same, i.e.,T1 = · · · = TM = T andB1 = · · · = BM = B.
The results herein can be simply extended to the scenarios with
unequal delay constraints and packet sizes.

A. Single-Packet Case with Non-Ideal Circuit Power

Suppose that there is only a single packet to be delivered, i.e.,
M = 1, α ≥ 0. In this case, by usingci = Bi/τi, the original
(P1) can be rewritten as

(P2) : min
c1

B ·

(
2

c1
w −1
γ + α

)

c1
(9a)

s.t. c1 ≥
B

T
. (9b)

We can observe that the objective of (P2) is a fractional func-
tion with a convex differentiable numerator and an affine dif-
ferentiable denominator, and the constraint in (9b) is affine.
Thus, we be easily verify that (P2) is a pseudo-convex opti-
mization problem [12], which can be solved efficiently by apply-
ing standard convex optimization techniques. To obtain a well-
structured solution, we relax the constraint in (9b), and reduce
(P2) as

max
c1

c1

2
c1
w −1
γ + α

. (10)



JIN et al.: ENERGY-EFFICIENT SCHEDULING WITH INDIVIDUAL PACKET DELAY... 39

Problem (10) can be solved by setting the first derivative of the
objective function as zero in which the solution is given by

cee =

(
W
(
αγ−1

e

)
+ 1
)
w

ln 2
(11)

whereW (·) is the LambertW function [15], which is defined
as

W (y) exp (W (y)) = y. (12)

After obtainingcee in (11), we can easily verify that the objec-
tive function in (9a) is monotonically decreasing as a function of
c1 if 0 ≤ c1 ≤ cee, and is monotonically increasing ifc1 > cee.
Thus, the solution of problem (P2) can be obtained as

c∗1 = max

(
cee,

B

T

)
. (13)

Denote the corresponding optimal transmission duration by
τ∗1 = B/c∗1, it follows that

τ∗1 = min (τee, T ) (14)

in which

τee =
B · ln 2(

W
(
αγ−1

e

)
+ 1
)
w
. (15)

Remark 2: From the optimal solution in (14), we obtain the
following observations. Ifτee ≥ T , then we haveτ∗1 = T ;
consequently,τ∗1,off = 0, which corresponds to an “always-on”
transmission. However, ifτee < T , then we haveτ∗1 = τee;
consequently,τ∗1,off = T − τee > 0, which corresponds to a
“selected-off” transmission. Moreover, for the case of “selected-
off” transmission, it is interesting to observe that problem (10)
is identical to the EE maximization in [12]. This phenomenon
implies that the transmission rate in the “selected off” transmis-
sion corresponds to the EE-maximization rate allocation. Also
note that ifα = 0, then it follows thatτee → ∞, and as a result
τ∗1 = T always holds, which corresponds to the “always on”
transmission.

B. Multi-Packet Case with Ideal Circuit Power

Next, we consider the multi-packet case with ideal circuit
power, i.e.,M ≥ 1, α = 0. In this case, the consumed energy in
(4) is re-expressed as̃E (τi) = τi(2

Bi/τiw − 1)/γ. We can eas-
ily verify that Ẽ(τi) is monotonically decreasing as a function
of τi, and thus we can show thatτ∗i,off = 0, ∀i. Therefore, (P1)
is reformulated as

(P3) : min
τ

M∑

i=1

τi

(
2

Bi
τiw − 1

γ

)
(16a)

s.t.

i∑

h=1

τh −

i−1∑

h=1

d̂h ≤ T, ∀i, (16b)

i∑

h=1

τh ≥
i∑

h=1

d̂h, ∀i. (16c)

Table 1. OOSI algorithm.

Initialization: n = 0; µ(0)
i ≥ 0; ξ(0)i ≥ 0.

a) Calculateτ (n)i using (21) subject toµ(n)
i ≥ 0 andξ(n)i ≥ 0.

b) Updateµ(n+1)
i andξ(n+1)

i using (23) and (24), respectively.
Setn = n+ 1.
c) Repeat Step a) and Step b) untilτ

(n)
i , i = 1, · · ·,M is optimal.

This problem is identical to the energy minimization problem
in [5], which shows that the “lazy scheduling” rule can be ap-
plied to optimally solve it. To facilitate the latter description, we
give an alternative solution on the basis of convex optimization.

We can easily show that (P3) is convex, because the objec-
tive function is the sum of the perspective functions and the
constraints are all affine [16]. Thus, we can use the Lagrange
dual method to solve it. Letµ = [µ1, µ2, · · ·, µM ] � 0 and
ξ = [ξ1, ξ2, · · ·, ξM ] � 0 be the vectors consisting of the La-
grange multipliers associated with the constraints in (16b) and
(16c), respectively, where “�” represents the component-wise
inequality. Then, the Lagrangian function is given as

L (τ ,µ, ξ)

=

M∑

i=1

τi

(
2

Bi
τiw − 1

γ

)
+

M∑

i=1

µi

(
i∑

h=1

τh −

i−1∑

h=1

d̂h − T

)

−

M∑

i=1

ξi

(
i∑

h=1

τh −

i∑

h=1

d̂h

)
. (17)

Accordingly, the dual function is defined as

D(µ, ξ) = min
τ

L (τ ,µ, ξ) . (18)

As a result, the dual problem is expressed as

(P3D) : max
µ�0,ξ�0

D(µ, ξ). (19)

Since (P3) is convex and satisfies the Slater’s condition, strong
duality holds between (P3) and (P3D) [16]. Therefore, (P3) can
be equivalently solved by solving (P3D). Givenµ andξ, the
minimization problem (18) can be re-expressed as follows by
discarding the irrelevant constant terms.

min
τ

M∑

i=1

τi

(
2

Bi
τiw − 1

γ

)
+

M∑

i=1

µi

i∑

h=1

τh −

M∑

i=1

ξi

i∑

h=1

τh. (20)

Then, we can obtain its optimal transmission durationτ∗i for
(20) with the givenµ and ξ by applying the Karush-Kuhn-
Tucker optimality conditions as

τ∗i =
B ln 2

W




(

M
∑

h=i

µh−
M
∑

h=i

ξh

)

γ−1

e


+ 1


w

. (21)
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With τ∗i available, we can solve (18) to obtainD(µ, ξ) for
any givenµ andξ. To find the optimum values ofµ andξ to
maximizeD(µ, ξ), we re-express (P3D) as

max
µ,ξ�0

M∑

i=1

µi

(
i∑

h=1

τ∗h −
i−1∑

h=1

d̂h − T

)

−

M∑

i=1

ξi

(
i∑

h=1

τ∗h −

i∑

h=1

d̂h

)
. (22)

Then, the sub-gradient method [17] can be applied to obtain
the optimum values ofµ andξ, which can be described as

µ
(n+1)
i =

[
µ
(n)
i + δ

(
i∑

h=1

τ∗h −

i−1∑

h=1

d̂h − T

)]+
, (23)

ξ
(n+1)
i =

[
ξ
(n)
i + δ

(
i∑

h=1

d̂h −
i∑

h=1

τ∗h

)]+
(24)

wheren is the iteration index andδ is the step size. The conver-
gence can be verified forδ being sufficiently small. Then we can
obtain the optimalµ∗

i andξ∗i for (P3D). Accordingly, the corre-
spondingτ∗i in (21) becomes the optimal solution for (P3). As
a result, the optimal offline scheduling with ideal circuit power
(OOSI) can be summarized in Table 1.

C. General Multi-Packet Case with Non-Ideal Circuit Power

Inspired by the solution of the above two special cases, we
are now ready to investigate the optimal solution to the general
multi-packet case with non-ideal circuit power, i.e.,M ≥ 1, α ≥
0. The following propositions are initially provided.

Proposition 1: For any packeti = 1, · · ·,M, if
∑i

h=1 d̂h −∑i−1
h=1 (τh + τh,off) ≤ τee, thenτ∗i ≥

∑i
h=1 d̂h −

∑i−1
h=1

(
τh

+τh,off
)

andτ∗i,off = 0.
Proof: Suppose that the transmission of packeti, i =

1, · · ·,M starts from the time instant
∑i−1

h=1 (τh + τh,off) with

the deadline
∑i

h=1 d̂h. Thus, the transmission can be viewed as
a signal-packet transmission with delay constraint

∑i
h=1 d̂h −∑i−1

h=1 (τh + τh,off). If
∑i

h=1 d̂h −
∑i−1

h=1 (τh + τh,off) ≤ τee,
then it follows from Section III-A that the optimal solutionof τ∗i
is given byτ∗i ≥

∑i
h=1 d̂h −

∑i−1
h=1 (τh + τh,off). Accordingly,

it follows τ∗i,off = 0 from (5). Thus, the proposition is proven.
2

Proposition 2: If τi,off = 0, ∀i, the OOSI is optimal for the
case with non-ideal circuit power.

Proof: Becauseτi,off = 0, ∀i, the total transmission dura-
tion for packets1 to M is D =

∑M
i=1 d̂i. Therefore, the energy

minimization problem for theM packets can be reformulated as

(P4) : min
τ

M∑

i=1

(
2

B
τiw − 1

γ

)
τi + αD (25a)

s.t.
i∑

h=1

τh −
i−1∑

h=1

d̂h ≤ T, ∀i, (25b)

i∑

h=1

τh ≥
i∑

h=1

d̂h, ∀i. (25c)

It is observed thatαD in (25a) is a constant term. Therefore,
(P4) has the same optimal solution problem (P3). As a result,
the OOSI in Section III-B is optimal for (P3) and thus optimal
for (P4), which completes the proof of Proposition 2. 2

On the basis of the two propositions, we are ready to present
the optimal solution for (P1). To assist us in the description, we
setm0 = k0 = s0 = 0 and define

k1 = min
k=1,···,M

{
k :

k∑

i=1

τee <

k∑

i=1

d̂i

}
, (26)

s1 = min
s=1,···,M

{
s :

s∑

i=1

τee ≥

s−1∑

i=1

d̂i + T

}
(27)

and setm1 = min (k1, s1). Forj ≥ 1, let

kj+1 = mj + min
k=1,···,M−mj

{
k : qmj+1 +

k∑

i=1

τee (28)

<

k∑

i=1

d̂mj+i

}
,

sj+1 = mj + min
s=1,···,M−mj

{
s : qmj+1 +

s∑

i=1

τee (29)

≥

s−1∑

i=1

d̂mj+i + T

}

wheremj = min (kj , sj), and the buffering delayqmj+1 =[
T−d̂mj

]+
1{mj=sj}. The indicator1{·} is defined as1{mj=sj}

, 1 if mj = sj and 0 otherwise. We proceed above untilmj =
M and setJ = {j : mj = M}. Then, we present the following
proposition.

Proposition 3: The optimal solution of (P1) has the follow-
ing structure. Ifmj = kj holds for somej ∈ [1, s, J ], the opti-
mal transmission duration for packetsmj−1 + 1 to mj is

τ∗i = τee, i = mj−1 + 1, · · ·,mj . (30)

If 1 < l ≤ J − j exists, wheremj = kj , mj+l = kj+l, and
mj+l′ = sj+l′ , l

′ = 1, · · ·, l− 1, it follows that

τ∗i,off = 0, i = mj + 1, · · ·,mj+l−1 (31)

and then, the corresponding optimal transmission durationcan
be derived using the OOSI by treatingmj + 1 andmj+l−1 as
the first and the last packets, respectively.

Proof: Please see Appendix. 2

From Proposition 3, it follows that the proposed policy di-
vides the scheduling intervals into two different types of decou-
pled scheduling intervals, namely “selected-off” and “always-
on” intervals, which can be separately optimized. On one hand,
if mj = kj for somej ∈ [1, · · ·, J ], packetsi ∈ {mj−1+
1, · · ·,mj} can all be transmitted with optimal durationτee.
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Table 2. OOSNI algorithm.

Initialization:
a) Calculateτee according to (15).
b) Findkj andsj according to (28) and (29), respectively.

Setmj = min {kj , sj}.
c) Repeat b) untilmj = M . SetJ = min {j : mj = M}

andl = 1.
Function: find the optimal transmission durations.
1) For j = 1 : J
2) If mj = kj
3) Setτ∗i = τee, i = mj−1 + 1, · · ·,mj .
4) If l > 1

5) Setd̂mj−1 = T .
6) Apply OOSI to get the solutionsτ∗i ,

i = mj−l + 1, · · ·,mj−1.
7) Resetl = 1.
8) End If
9) Else If mj = sj
10) Setl = l + 1.
11) End If
12)End For
13) If mJ = sJ
14) Apply OOSI to get the solutionsτ∗i , i = mJ−l + 1, · · ·,M .
15)End If

Moreover, themj th packet is completely delivered before the
(mj + 1)th packet arrives, i.e.,τmj ,off > 0. As a result, this in-
terval is referred to as “selected-off” scheduling interval. On the
other hand, for intervals where there exists1 < l ≤ J − j that
mj = kj , mj+l = kj+l, andmj+l′ = sj+l′ , l

′ = 1, · · ·, l − 1,
it is optimal to directly apply the OOSI algorithm by setting
τi,off = 0, i = mj + 1, · · ·,mj+l−1. As a result, these intervals
are referred to as “always on” scheduling intervals. Addition-
ally, if sJ = M , by settingj′ = max{j|mj = kj}, we can
obtain the optimal solutions for packetsmj′ +1 toM by apply-
ing the OOSI. To sum up, the optimal offline scheduling with
non-ideal circuit power (OOSNI) is listed in Table 2.

It is worth pointing out that the “selected off” and “always
on” scheduling intervals are significantly impacted by the pa-
rameters such as the packet arrival rate, delay constraintT ,
packet sizeB, and non-ideal circuit powerα. Specifically, if the
packet arrival rate is small and/or the delay constraintT is large,
then

∑k
i=1 d̂mj+i in (28) becomes large; meanwhile, with small

packet sizeB and/or large non-ideal circuit powerα, it can be
shown thatτee in (15) is small. In these scenarios, (28) is more
likely to hold for most scheduling intervals. In other words,
more intervals will belong to the type of “selected-off”. This re-
sult is intuitive, since non-ideal circuit power consumption dom-
inates the transmit power in this case, and thus “selected-off” is
preferred to save the non-ideal circuit power consumption.On
the other hand, if the packet arrival rate is large, the delaycon-
straintT is small, the packet sizeB is large and/or the circuit
powerα is small, then the opposite result holds. In other words,
more scheduling intervals are likely to belong to the type of“al-
ways on” [cf. (29)], which is due to the fact that in this case the
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Fig. 1. Transmission duration and power allocation by OOSNI and the
offline policy in [5].

transmit power becomes more dominant. It is also worth point-
ing out one special case of ideal circuit power withα = 0. In
this case, sinceτee → ∞ always holds [cf. (15)], all intervals
should belong to the type of “always on”. As a result, (P1) is
reduced to (P4); consequently, the OOSNI algorithm is reduced
to the OOSI algorithm.

Example: To illustrate the two types of scheduling intervals,
we compare the OOSNI with the offline policy in [5] shown in
Fig. 1 withM = 10, T = 4 s, Γ = 1, andγ = 1. Suppose
that the packet size isB = 10 kbits, the bandwidth isw = 10
kHz andα = 115.9 mW.2 The inter-arrival time follows an ex-
ponential distribution with the mean parameterλ = 3 s. Note
that the offline policy in [5] obtains the optimal solution of(P1)
under the special case withα = 0, which is considered here for
comparison as a suboptimal algorithm withα > 0 by assuming
that the transmitter is alwayson. It is observed the proposed op-
timal policy has two types of scheduling intervals, i.e., packets
3 to 6 correspond to the “always-on” scheduling intervals, and
the other packets correspond to the “selected-off” scheduling in-
tervals. In contrast, only the “always-on” scheduling is applied
by the offline policy in [5]. It is calculated that the total energy
consumption is calculated as10.42 and11.29mJ for the OOSNI
algorithm and the offline policy in [5], respectively.

IV. ONLINE SCHEDULERS

After obtaining the optimal offline scheduler, we are inter-
ested in developing online schedulers by assuming causal packet
arrival information known at the transmitter. Specifically, we as-
sume that only the information of the current queue backlog is
available. It is worth noting that the optimal online scheduler can
be obtained based on the dynamic programming. However, this

2We consider the non-ideal circuit power of a mobile terminalhere, which is
modeled as the sum of the energy consumption from a digital-to-analog con-
verter (i.e., 15.6 mW), a mixer (i.e., 30.3 mW), a filter (i.e., 20.0 mW), and a
frequency synthesizer (i.e., 50.0 mW) [14].
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approach is complex and impractical due to thecurse of dimen-
sionality of dynamic programming. In this section, we propose a
new online algorithm inspired by the optimal offline scheduler.

A. Proposed Online Scheduler

We present the new online policy in this subsection. Suppose
that there areN packets in the buffer at a certain time instant
t, with residual packet sizes ofB1, · · ·, BN . The residual indi-
vidual delay constraint of each packet is denoted asTn, n =
1, · · ·, N , where it is assumed thatT1 ≤ T2 ≤ · · · ≤ TN .
Because no future information of the packet-arrival process is
available, the online scheduler is designed by minimizing the
total energy consumption of the currently backloggedN pack-
ets. We first present the following proposition.

Proposition 4: To minimize the total power consumption of
the currently backloggedN packets, the optimal transmission
duration of the first packet is given by

τ∗f = min (τf , τf,ee) (32)

and

τf = B1 min
1≤n≤N

Tn
n∑

i=1

Bi

(33)

whereτf,ee = B1 ln 2/
(
W
(
αγ−1

e

)
+ 1
)
w according to (15).

Proof: We prove this proposition by considering the fol-
lowing two cases. First, we investigate the case whereTn >∑n

i=1 τi,ee, ∀n ∈ [1, · · ·, N ], which implies that the optimal
transmission duration is equivalent toτf,ee according to (28) and
(30). In this case, we have

B1 min
1≤n≤N

Tn
n∑

i=1

Bi

> B1 min
1≤n≤N

n∑
i=1

τi,ee

n∑
i=1

Bi

(a)
= B1 min

1≤n≤N

n∑
i=1

Bi

cee
n∑

i=1

Bi

= τf,ee (34)

where equality (a) is due to (11) and (15). Thus, (32) holds from
(34).

Next, we consider the case whereTn′ ≤
∑n′

i=1 τi,ee for some
n′ ∈ [1, · · ·, N ]. Thus, we have

B1 min
1≤n≤N

Tn
n∑

i=1

Bi

≤ B1
Tn′

n′∑
i=1

Bi

≤ B1

n′∑
i=1

Bi

cee
n′∑
i=1

Bi

= τf,ee. (35)

In this case, the first packet belongs to the “always-on” schedul-
ing interval according to (29) and (31), and the optimal trans-

mission duration is [6]

τ∗f = B1 min
1≤n≤N

Tn
n∑

i=1

Bi

. (36)

By combining the two cases, Proposition 4 is proven. 2

From Proposition 4, we can obtain the online transmission
policy as

r∗H(t) = max


 max

1≤n≤N

n∑
i=1

Bi

Tn
,
W
(
αγ−1

e

)
+ 1

ln 2
w


 . (37)

The policy in (37) provides a convenient way of implementing
the packet transmission, as explained as follows. The transmit-
ter simply keeps the information on the backlogged packets,and
computes the optimal transmission rate at instantt as given in
(37). When the first packet is completely delivered, the second
packet becomes the new first packet, and the optimal transmis-
sion rate for the new first packet can be obtained by repeating
the above procedure. It is worth emphasizing that this sched-
uler is optimal when there is no future packet arrival. If a new
packet arrives before the first packet delivered, a new term will
be added to the right-hand side of (33), i.e.,N ← N + 1, and
τf may decrease. In this case, the transmission rate of the first
packet can be accordingly recalculated by (37).

B. Heuristically Designed Online Scheduler

For comparison, we also consider a heuristically designed on-
line policy which simply extends the rate allocation of the sin-
gle packet case in (13). Suppose that there areN packets in the
buffer at a certain time instantt, the scheduler simply set the
transmission rate as

r∗I (t) = max

(
cee,

NB

T

)
. (38)

Note that the transmission rate is always no smaller than
NB/T,N ≥ 1, and thus the delay constraints can always be
guaranteed. Also note that if a packet in the buffer is com-
pletely delivered or a new packet arrives, then the transmis-
sion rate should be changed asmax (cee, (N − 1)B/T ) and
max (cee, (N + 1)B/T ), respectively.

V. NUMERICAL RESULTS

In this section, we compare the energy expended by the pro-
posed online scheduler with the optimal offline scheduler which
gives the upper bound performance, the policy without consider-
ing a non-ideal circuit power [5], and the heuristically designed
online policy. A total number of 1,000 packets are considered,
and the inter-arrival times follow an exponential distribution
with mean parameterλ.

Fig. 2 shows the average energy consumed by each packet
versus deadlineT (with λ = 1.5 s andα = 115.9 mW). It is
observed that the proposed online policy performs close to the
optimal offline policy and outperforms the other two policies. It
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Fig. 2. Average packet energy versus T at α = 115.9 mW, and λ = 1.5
s.

is also observed that for both the proposed online and the opti-
mal offline policies, the energy consumption first decreasesand
then remains constant asT increase, because that whenT is suf-
ficiently large, inequality (29) can not be satisfied andτf,ee will
be smaller thanτf . In this case, both the proposed online and the
optimal offline policies transmit packets with ratecee.

Fig. 3 shows the average energy consumed by each packet
versusλ at T = 4 s and the different values of the non-ideal
circuit power. In both case forα, the proposed online policy
performs better than the policy in [5] as well as the heuristically
designed online policy, and close to the optimal offline policy.
If λ andα are small, the policy in [5] can yield a performance
similar to the proposed online policy because in this case,τf
is always smaller thanτf,ee; thus the proposed online policy
degenerates to the policy in [5]. Further, with a largeα value,
i.e.,α = 1, 000 mW, the energy consumption increases asλ in-
creases whenλ ≥ 0.7 s for the policy in [5]. This is because that
the non-ideal circuit power dominates the power consumption
in this case, assuming that a low transmit power is needed when
the transmission duration is large, and the energy consumption
of the circuit is proportional to the transmission duration. In-
terestingly, with largeα andλ values (i.e.,α = 1, 000 mW and
λ ≥ 1.2 s), the energy consumption of the heuristically designed
online policy will converge to the same value as that of the opti-
mal offline policy, because the number of packets in bufferN is
sufficiently small andcee is large in this case; thus, both policies
deliver packets with ratecee.

VI. CONCLUDING REMARKS

We have studied the energy-efficient scheduling problem in
an AWGN channel with a non-ideal circuit power subject to
individual packet delay constraints. Although the formulated
problem is non-convex, we initially propose an optimal offline
scheduler by employing a specified problem structure, which
corresponds to either the “selected-off” or “always-on” schedul-
ing intervals, where the “lazy scheduling” and EE-maximization
are integrated. Inspired by the optimal offline scheduler, we pro-
pose a new online policy. In the simulations, we show that the
proposed online scheme performs close to the optimal offline
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policy and outperforms the scheme that does not consider the
non-ideal circuit power as well as the heuristically designed on-
line scheme.

In this paper, we have only considered the case with an
AWGN channel due to page limit. Considering the extension of
this study into fading channels would be interesting for future
works. Nevertheless, due to the coupling of channel variations
and traffic dynamics, the optimal delay-constrained scheduling
in fading channels with non-ideal circuit power will be very
challenging and thus worth pursuing.

APPENDIX

To prove Proposition 3, we divide theM intervals in (P1) into
two types of scheduling intervals according to (28) and (29),
e.g., packetsmj−1 to mj construct a type I scheduling inter-
val and packet packetsmj + 1 to mj+l−1 construct a type II
scheduling interval (settinĝdmj+l−1

= T ). We can verify that
theM intervals can be either a type I interval or type II interval.
We first prove that the solution given in Proposition 3 is optimal
for both types I and II scheduling intervals, and then prove that
the optimal solution for types I and II scheduling intervalsare
optimal for (P1).

The discussion in Section III-A clearly shows thatτi = τee is
optimal for theith packet whenever it is feasible. Ifmj = kj ,
we can feasibly setτi = τee, i = mj−1, · · ·,mj according to
(28) and (29), i.e., the causality and delay constraint are satis-
fied. Thus, the optimality of the solution given in (30) for the
type I scheduling intervals is verified.

Then, we prove the second part when there exists1 < l ≤
J − j that mj = kj , mj+l = kj+l, andmj+l′ = sj+l′ , l

′ =
1, · · ·, l − 1. First, we show thatτ∗i,off = 0, i = mj +
1, · · ·,mj+l−1 by contradiction. Suppose that the optimal
solution contains an off-period, i.e.,τ∗i,off > 0, with

(toff , toff +∆toff) ⊂
(∑mj

h=1 d̂h,
∑mj+l−1−1

h=1 d̂h + T
)

. From

(29), there must existn ∈ [mj + 1, · · ·,mj+l−1] such that
τn < τee. Then we construct a new transmission policy with
τ ′n = τn + δ, whereδ is sufficiently small such thatδ < ∆toff
andτ ′n < τee. We can easily verify that the new policy is fea-
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sible and satisfies the delay constraint. Because the consumed
energy of packetn is monotonously decreasing withτn when
τn < τee due to the pseudo-convex property discussed in Sec-
tion III-A, it follows that the new policy consumes less energy.
This condition results in a contradiction, and thusτ∗i,off = 0, i =
mj+1, · · ·,mj+l−1 is verified. Then, from Proposition 2, OOSI
is optimal for the type II scheduling intervals, where the ex-
ploitation of the individual delay constraint is maximized.

Finally, we need to prove that the two types of scheduling in-
tervals are decoupled and the optimal solutions of the typesI and
II scheduling intervals are optimal for (P1). In type I schedul-
ing intervals, there must exits at least one certain data packet
i ∈ {mj−1, · · ·,mj} satisfiesτi,off > 0 according to (5) and
(28). Note that the optimal off-periodτi,off may not be unique
since the order betweenτi andτi,off does not affect the optimal-
ity. Without loss of generality, we assume that the transmitter
is chosen to beon if the residual data packets in the buffer are
not delivered completely. Hence, only the last packetmj has a
non-zerooff period for the “selected-off” scheduling interval,
i.e., τ∗mj ,off

> 0 andτ∗i,off = 0, i = mj−1, · · ·,mj − 1. This
condition implies that themjth packet is completely delivered
before the (mj + 1)th packet arrives becauseτ∗mj ,off

> 0 ac-
cording to (28) and (30). Therefore, the scheduling of packets
before and after themj th can be decoupled. In the second case,
according to (28), we find that the optimal schedule is not af-
fected by starting the transmission of (mj+l−1 + 1)th packet
when themj+l−1th packet is completely delivered at the instant∑mj+l−1−1

h=1 d̂h+T , where the exploitation of the individual de-
lay constraint is maximized. Thus, the scheduling of the packets
before and after themj+l−1th interval can also be decoupled.
From the above discussion, (P1) can be divided into decoupled
types I and II scheduling intervals, which can be optimized sep-
arately. Thus, Proposition 3 is proven.
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