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Codebook-Based Interference Alignment for Uplink
MIMO Interference Channels

Hyun-Ho Lee, Ki-Hong Park, Young-Chai Ko, and Mohamed-SlimAlouini

Abstract: In this paper, we propose a codebook-based interference
alignment (IA) scheme in the constant multiple-input multiple-
output (MIMO) interference channel especially for the uplink sce-
nario. In our proposed scheme, we assume cooperation among base
stations (BSs) through reliable backhaul links so that global chan-
nel knowledge is available for all BSs, which enables BS to com-
pute the transmit precoder and inform its quantized index to the
associated user via limited rate feedback link. We present an upper
bound on the rate loss of the proposed scheme and derive the scal-
ing law of the feedback load to maintain a constant rate loss relative
to IA with perfect channel knowledge. Considering the impact of
overhead due to training, cooperation, and feedback, we address
the effective degrees of freedom (DOF) of the proposed scheme and
derive the maximization of the effective DOF. From simulation re-
sults, we verify our analysis on the scaling law to preserve the mul-
tiplexing gain and confirm that the proposed scheme is more effec-
tive than the conventional IA scheme in terms of the effective DOF.

Index Terms: Effective degrees of freedom (DOF), interference
alignment (IA), limited feedback, multiplexing gain, uplink mul-
tiple input multiple output(MIMO) interference channel (I C).

I. INTRODUCTION

Interference alignment (IA) is one of the promising tech-
niques to mitigate interference in theK-user interference chan-
nel (IC) that models wireless networks in whichK transmit-
ters communicate with their own intended receivers, respec-
tively [1]. Recently, intensive research efforts have beende-
voted to show that IA using multiple antennas can provide
more degrees of freedom (DOF) compared with conventional
schemes in the constant multiple-input multiple-output (MIMO)
IC [2], [3]. Although most research efforts on IA have been fo-
cusing on designing the precoding matrices and receive filters
for the constant MIMO IC [4], [5], such solutions are still not
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feasible since they require globally perfect channel stateinfor-
mation (CSI) for the transmitter [1].

On the other hand, in practical scenarios, acquiring perfect
CSI at the transmitter (CSIT) is almost impossible due to the
limited-rate feedback link. Thus, IA schemes with limited feed-
back that quantize and feedback the channel coefficients using
Grassmannian codebooks have been developed and analyzed for
theK-user IC in [6], [7]. Specifically, the required scaling law
for the number of feedback bits with respect to the signal-to-
noise ratio (SNR) in order to preserve the multiplexing gainhas
been derived. In [8], the authors considered the effective DOF
achieved by IA for the constant MIMO IC when CSI is obtained
by training and fed back to the transmitter. In [9], a scheme to re-
duce the quantization error compared with the naive work in [7]
was proposed but it entails an iterative algorithm with highcom-
putational complexity. In [10], the authors investigated the per-
formance of IA where CSI is acquired via training and analog
feedback by characterizing the effective sum rate with overhead
in relation to various parameters such as SNR, Doppler spread,
and feedback channel quality. The work in [11] also addressed
the limited feedback design for IA under more practical network
topology such as path loss or spatial correlation. In [12], an effi-
cient feedback scheme for IA was proposed by reducing the re-
dundant information in the channel quantization procedure. To
avoid the feedback overhead issues, the author in [13] consid-
ered analog CSI feedback where the CSI quality increases with
SNR on the feedback link, which implies that the multiplexing
gain can be preserved as long as the SNR levels of the forward
and feedback link are comparable.

In this paper, we propose a codebook-based IA scheme,
which can be applicable to theK-user constant MIMO IC es-
pecially for the uplink scenario. Specifically, in our proposed
scheme, we assume cooperation among base stations (BSs)
through reliable backhaul links [14], [15] so that global CSI is
available for all BSs, which implies that the precoding matrices
and receive filters based on IA can be obtained at BSs. Instead
of quantizing the channel coefficients as in [6], [7], it is assumed
that each BS quantizes the precoding matrix using its codebook
and informs the index to the associated user. We analyze the rate
loss as a function of the number of feedback bits and quantify
the scaling law of the feedback load to maintain the constantrate
loss relative to IA with perfect CSIT. We also show that a frac-
tion of the multiplexing gain can be still achieved if a fraction of
the feedback load according to the derived scaling law is given.
Similar to the results in [16], we show from our simulations that
the average sum rate of theK-user constant MIMO IC saturates
at a certain constant value if the number of feedback bits is fixed
regardless of the SNR value. We also confirm that the multi-
plexing gain of the proposed scheme is preserved by increasing
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the number of feedback bits according to the derived scaling
law. As a practical aspect, we investigate the effect of overhead
such as training, cooperation, and feedback by defining the ef-
fective DOF that is similarly considered in [8]. We can see from
simulations that the effective DOF of the proposed scheme out-
performs that of the conventional IA scheme given the equal
number of feedback bits. Moreover, the proposed scheme can
significantly reduce the number of feedback bits compared with
the conventional IA scheme in order to obtain the same effective
DOF.

The following mathematical notations will be used through-
out the paper. Upper case and lower case boldfaces are used to
denote matrices and vectors, respectively. Note that(·)T, (·)H,
tr{·}, ||·||, andE[·] represent the transpose, conjugate transpose,
trace,l2-norm, and expectation operator, respectively.I denotes
the identity matrix.

II. SYSTEM MODEL

We consider a MIMO uplink cellular network withK cells
which forms a MIMO IC by assuming that a transmitter is
chosen by a scheduler in each cell. Each transmitter (user) is
equipped withNt antennas and each receiver (BS) withNr

antennas. We assume a flat-fading channel, where the chan-
nel coefficients remain constant duringT symbols. Assuming
that thejth transmitter attempts to send the data symbol vector
xj ∈ Cdj×1 with dj independent data streams to thejth BS, we
can represent the signal vector at thejth BS,yj ∈ CNr×1, as

yj =

√

P

dj
Hj,jVjxj +

K
∑

i=1,i6=j

√

P

di
Hj,iVixi + nj (1)

whereHj,i ∈ CNr×Nt is the channel matrix between theith
user and thejth BS, Vj ∈ CNt×dj is the precoding ma-
trix for the jth user with unit-norm column vectorsvj,m for
m = 1, 2, · · ·, dj , andnj ∈ CNr×1 is the complex additive
white Gaussian noise (AWGN) vector with zero mean and co-
variance matrixI. Note that in (1),P is the transmit power,
E[‖xj‖

2] = dj , and the total number of streams is denoted as
dtot =

∑K
j=1 dj . We assume that all the channel coefficients are

independent and identically distributed (i.i.d.) complexGaus-
sian random variables with zero mean and unit variance. De-
noting the receive filter for thejth BS asUj ∈ C

Nr×dj which
consists of unit-norm column vectorsuj,m for m = 1, 2, · · ·, dj ,
we can write themth stream of thejth BS as the sum of the
desired signal, the inter-stream interference (ISI), the inter-user
interference (IUI), and the noise term, which is given by

x̂j,m =uH

j,m

√

P

dj
Hj,jvj,mxj,m +

dj
∑

l=1
l 6=m

uH

j,m

√

P

dj
Hj,jvj,lxj,l

+

K
∑

i=1
i6=j

di
∑

l=1

uH

j,m

√

P

di
Hj,ivi,lxi,l + uH

j,mnj (2)

wherexj,m is themth data stream of thejth user.

III. CODEBOOK-BASED IA

In this section, we introduce a strategy of the proposed
codebook-based IA by taking training, cooperation, and feed-
back into consideration. As stated in Section I, instead of quan-
tizing the channel coefficients as in [6]–[8], we provide a differ-
ent mechanism of IA with limited feedback for each BS in order
to quantize the precoding matrix using its codebook and to in-
form the index to the associated user by exploiting cooperation
among BSs.

A. Training

To learn the channel coefficients at BSs, all users send known
pilot symbols over a periodKNt [17]. Then, thejth BS esti-
mates the channels from all users, i.e.,Hj,i for all i. For sim-
plicity, we assume that all BSs can estimate the channels per-
fectly.

B. Cooperation among BSs

We assume that all BSs can exploit cooperation and ac-
quire global channel knowledge through reliable backhaul
links [14], [15]. Depending on the manner of cooperation, we
classify cooperation among BSs into two categories, namely1)
decentralized cooperation and 2) centralized cooperationas fol-
lows:
1) Decentralized cooperation: Each BS independently and si-

multaneously sends its estimated channels from training to
other BSs. As in [17], the BSs use analog linear modu-
lation to transmit the CSI by directly modulating the car-
rier with the channel matrix,Hi = [Hi,1Hi,2 · · ·Hi,K ]
(Nr ×KNt matrix) multiplied by a prearrangedKNt × Tc

unitary spreading matrix,ΦΦΦi and receiveK CSI-bearing sig-
nals at the same time. It is desirable to make theK unitary
spreading matrix mutually orthogonal to estimateK channel
matrices each, i.e.,ΦΦΦiΦΦΦ

H

i = I andΦΦΦiΦΦΦ
H

j = 0 for i 6= j, and
possible ifTc−KNt ≥ KNt(K−1). Here, we assume that
the transmit power of the CSI-bearing signal is high enough
to be reliably estimated at the other BSs. Therefore, the to-
tal time blocks required for channel information exchange is
constrained onTc ≥ K2Nt for decentralized cooperation.

2) Centralized cooperation: Once an arbitrary BS is chosen as
a coordinator, other BSs send their estimated channels to the
coordinator.(K−1)CSI bearing signals should be estimated
independently at the coordinator by using the spreading ma-
trix with the sizeK(K − 1)Nt. The coordinator computes
the transmit precoders and receive filters for all the networks
and send the receive filters back to the other BSs. Simi-
larly, the coordinator sends the signal bearing the receivefil-
ters,U = [u1,1 · · ·u1,d1

u2,1 · · ·u2,d2
u2,1 · · ·uK,dK

] (Nr×
∑K

l=1,l 6=jc
dl matrix) by multiplying the spreading matrix

ΦΦΦ (
∑K

l=1,l 6=jc
dl × τc matrix). jc indicates the index of the

BS which is selected as a coordinator. In order to separate
∑K

l=1,l 6=jc
dl receive filters, the time blocks of the filter-

bearing signal is constrained onτc ≥
∑K

l=1,l 6=jc
dl. There-

fore, the total time block for centralized cooperation should
be conditioned onTc ≥ K(K − 1)Nt +

∑K
l=1,l 6=jc

dl. The
coordinator can quantize the precoding vector using its cor-
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responding codebook and inform the index to the associated
users at the feedback stage described in subsection II-D.

Once an arbitrary BS is chosen as a coordinator, other BSs
send their estimated channels to the coordinator over a period
K(K − 1)Nt [17] and then the coordinator can compute the
transmit precoders and receive filters for all the networks.In
this case, since the coordinator needs to send the receive filters
for other BSs,

∑K
l=1,l 6=jc

dl time slots are required additionally,
wherejc indicates the index of the BS which is selected as a
coordinator.

We denote the total symbol durations required for cooperation
as

Tc =











K2Nt, Decentralized cooperation,

K(K − 1)Nt +
K
∑

l=1,l 6=jc

dl, Centralized cooperation.

C. IA

We assume as mentioned earlier that the BS can jointly design
the precoding matrix and receive filter by using CSI through co-
operation among BSs. As the specific designs for the precod-
ing matrix and receive filter, we consider the conventional IA
schemes, which can be found in [4], [5]. While IA can be re-
alized with any receiver design, we consider a per-stream zero-
forcing receiver such that the ISI and IUI can be perfectly can-
celed under the assumption of full CSIT, i.e.,uH

j,mHj,kvk,l = 0
for (j,m) 6= (k, l). Each BS will utilize the zero-forcing vector
uj,m for each stream even though the quantized precoder uti-
lizes at the transmitter due to the limited feedback.

D. Feedback

After the precoding matrix and receive filter are computed,
we assume that each BS quantizes the precoding vector using
its corresponding codebook and informs the index to the as-
sociated user via limited rate feedback link. For 1) analytical
tractability and 2) scalability for any antenna configurations,
we consider an random vector quantization (RVQ) codebook
with isotropically distributed and i.i.d. vectors from thecomplex
unit sphere [18], [20]. The codebook for themth stream of the

jth BS is denoted asFj,m =
{

fj,m,1, fj,m,2, · · ·, fj,m,2Bj,m

}

,

whereBj,m is the number of feedback bits for themth stream
of the jth BS. Each BS uses an independently generated code-
book per stream to ensure the number of spatial dimensions
and the codebook is accessible to its associated user. By adopt-
ing the metric based on the chordal distance in [18] asij,m =

argmax1≤k≤2Bj,m

∣

∣

∣fHj,m,kvj,m

∣

∣

∣, the quantized transmit beam-

forming vector is obtained aŝvj,m = fj,m,ij,m . As a result, the
quantization index is determined and fed back to thejth user
over a periodKBj,m/Bf , whereBf is the capacity of feed-
back links (bits per symbol duration).Bf will be defined later in
Section V for the purpose of illustration to analyze the effective
DOF.

IV. RATE LOSS AND SCALING LAW

In this section, we investigate the rate loss due to the limited
rate of the feedback link and derive the scaling law of the num-

ber of feedback bits per stream in order to preserve a bounded
rate loss.

A. Rate Loss Analysis

The achievable rate for themth stream of thejth BS with the
infinite rate feedback is given by

R
(P)
j,m = log2

(

1 +
P

dj

∣

∣uH

j,mHj,jvj,m

∣

∣

2
)

(3)

which indicates that all interference can be nullified underper-
fect CSIT.

On the other hand, in case of the limited feedback, since the
quantized precoders do not fit perfectly on the aligned dimen-
sions, both IUI and ISI cannot be perfectly eliminated in spite
of using the zero-forcing vectoruj,m, which incurs sum rate
degradation by the resulting residual interference power.The
achievable rate for themth stream of thejth BS with the limited
feedback can be written as

R
(L)
j,m = log2



1 +

P
dj

∣

∣uH

j,mHj,j v̂j,m

∣

∣

2

1 + Ij,m



 (4)

where

Ij,m =

dj
∑

l=1
l 6=m

P

dj

∣

∣uH

j,mHj,j v̂j,l

∣

∣

2
+

K
∑

i=1
i6=j

di
∑

l=1

P

di

∣

∣uH

j,mHj,iv̂i,l

∣

∣

2

(5)
is the residual interference power due to the limited feedback.
From (3) and (4), the average rate loss for themth stream of

the jth BS is defined as△Rj,m = E

[

R
(P)
j,m −R

(L)
j,m

]

, where

the expectation is carried out over the channel distribution and
random codebooks. To characterize the performance loss of the
proposed codebook-based IA due to the limited rate of the feed-
back link, we derive an upper bound on the rate loss as a function
of the number of feedback bits,Bj,m.

Let us first derive the statistic of the residual interference
power,Ij,m. We can rewrite (5) as

Ij,m =

dj
∑

l=1
l 6=m

P

dj

∥

∥eHj,j,m
∥

∥

2 ∣
∣ēHj,j,mv̂j,l

∣

∣

2

+

K
∑

i=1
i6=j

di
∑

l=1

P

di

∥

∥eHj,i,m
∥

∥

2 ∣
∣ēHj,i,mv̂i,l

∣

∣

2
(6)

whereeHj,i,m = uH

j,mHj,i and ēHj,i,m = eHj,i,m/
∥

∥eHj,i,m
∥

∥. We
can decomposêvj,m as

v̂j,m =
(

vH

j,mv̂j,m

)

vj,m +
(

zHj,mv̂j,m

)

zj,m (7)

wherezi,l is isotropically distributed in the nullspace ofvi,l.
Substituting (7) into (6), we have

Ij,m =

dj
∑

l=1
l 6=m

P

dj

(

sin2 θj,l
) ∥

∥eHj,j,m
∥

∥

2 ∣
∣ēHj,j,mzj,l

∣

∣

2

+
K
∑

i=1
i6=j

di
∑

l=1

P

di

(

sin2 θi,l
) ∥

∥eHj,i,m
∥

∥

2 ∣
∣ēHj,i,mzi,l

∣

∣

2
(8)
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wheresin2 θi,l =
∣

∣

∣zHi,lv̂i,l

∣

∣

∣

2

. Before deriving the upper bound of

the expectation ofIj,m, we provide the following lemmas. Note

that Lemmas 1, 2, and 3 give 1) the distribution of
∣

∣ēHj,i,mzi,l
∣

∣

2
,

2) the independence ofsin2 θi,l,
∣

∣ēHj,i,mzi,l
∣

∣

2
, and

∥

∥eHj,i,m
∥

∥

2
,

and 3) the upper bound ofE
[

∥

∥eHj,i,m
∥

∥

2
]

, respectively.

Lemma 1:
∣

∣ēHj,i,mzi,l
∣

∣

2
is Beta distributed with parameters

(1, Nt − 2).
Proof: The proof can be found in [21, Lemma 2]. 2

Lemma 2: The random variables,sin2 θi,l,
∣

∣ēHj,i,mzi,l
∣

∣

2
, and

∥

∥eHj,i,m
∥

∥

2
, are statistically independent.

Proof: Since the amplitude and direction of any isotrop-
ically distributed vector are independent,

∣

∣eHj,i,m
∣

∣

2
is indepen-

dent of ēj,i,m. ēj,i,m andzi,l are independently and isotropi-
cally distributed within the same(Nt−1)-dimensional nullspace

of vi,l. Similar to the Lemma 2 in [18],
∣

∣ēHj,i,mzi,l
∣

∣

2
is a

Beta(1, Nt − 2) random variable which is independent of quan-
tization errorsin2 θi,l. 2

Lemma 3: The upper bound ofE
[

∥

∥eHj,i,m
∥

∥

2
]

is given by

λ̄max where is approximated as̄λmax ≈ NrNt

(

Nt+Nr

NtNr+1

)2/3

.

Proof: From the definition, we have‖ej,i,m‖2 =
uH

j,mHj,iH
H

j,iuj,m. Note that uH

j,mHj,iH
H

j,iuj,m ≤ λmax,
whereλmax is the largest eigenvalue ofHj,iH

H

j,i. Therefore, we

obtain the upper-bound ofE
[

∥

∥eHj,i,m
∥

∥

2
]

as the mean ofλmax

which is λ̄max ≈ NrNt

(

Nt+Nr

NtNr+1

)2/3

for NrNt ≤ 250 in [19,

eq. (28)]. 2

Since the random variables,sin2 θi,l,
∣

∣ēHj,i,mzi,l
∣

∣

2
, and

∥

∥eHj,i,m
∥

∥

2
, are all independent as shown in Lemma 2, the ex-

pected residual interference power can be written as

E [Ij,m]

=

dj
∑

l=1
l 6=m

P

dj
E
[(

sin2 θj,l
)]

E

[

∥

∥eHj,j,m
∥

∥

2
]

E

[

∣

∣ēHj,j,mzj,l
∣

∣

2
]

+

K
∑

i=1
i6=j

di
∑

l=1

P

di
E
[(

sin2 θi,l
)]

E

[

∥

∥eHj,i,m
∥

∥

2
]

E

[

∣

∣ēHj,i,mzi,l
∣

∣

2
]

.(9)

From Lemmas 1 and 3, we haveE
[

∣

∣ēHj,i,mzi,l
∣

∣

2
]

=

1/Nt − 1 [23] and E

[

∥

∥eHj,i,m
∥

∥

2
]

≤ λ̄max, respectively.

From [18, Lemma 1], the upper bound ofE
[(

sin2 θi,l
)]

is given
by 2−Bi,l/Nt−1. Therefore, we can rewrite (9) as

E [Ij,m] <

dj
∑

l=1
l 6=m

P

dj

(

λ̄max

Nt − 1

)

2−
Bj,l
Nt−1

+
K
∑

i=1
i6=j

di
∑

l=1

P

di

(

λ̄max

Nt − 1

)

2−
Bi,l
Nt−1 . (10)

Consequently, from (10), we can quantify the upper bound on

the rate loss due to the limited rate of the feedback link in the
following theorem.

Theorem 1: The upper bound on the rate loss for themth
stream of thejth BS is given by

△Rj,m < log2



















1 +

dj
∑

l=1
l 6=m

P

dj

(

λ̄max

Nt − 1

)

2−
Bj,l

Nt−1

+

K
∑

i=1
i6=j

di
∑

l=1

P

di

(

λ̄max

Nt − 1

)

2−
Bi,l

Nt−1



















. (11)

Proof: See Appendix. 2

B. Scaling Law of the Number of Feedback Bits per Stream

If the number of feedback bits per stream is fixed for all the
SNR values, the residual interference power will dominate the
desired signal power as SNR goes to infinity, which results in
zero multiplexing gain [16]. Therefore, the upper bound on the
rate loss derived in Theorem 1 can be maintained constant by
increasing the number of feedback bits per stream as a function
of SNR. For the simplicity of the analysis, we assume that the
number of feedback bits per stream is set toB for all users, i.e.,
Bj,m = B, ∀(j,m) and leave the optimization for the feedback
bits allocation as a future work. In the following theorem, we
verify the sufficient scaling law of the feedback bits per stream
to maintain the constant upper bound on the rate loss.

Theorem 2: The sufficient scaling law of the feedback bits
per stream to maintain the rate loss no larger thanlog2 b is given
by

B ≥ (Nt − 1) log2

(

KPλ̄max

Nt − 1

)

− (Nt − 1) log2 (b− 1) .

(12)
Proof: Under the assumption of the equal number of feed-

back bits over streams, the upper bound in (11) can be simplified
as

△Rj,m < log2









1 +
dj − 1

dj

P λ̄max

Nt − 1
2−

B
Nt−1

+(K − 1)
P λ̄max

Nt − 1
2−

B
Nt−1









< log2

(

1 +
KPλ̄max

Nt − 1
2−

B
Nt−1

)

. (13)

To exploit the sufficient number of feedback bits for a rate
loss of no larger thanlog2 b, we set (13) to the maximum allow-

able gap oflog2 b aslog2
(

1 + KPλ̄max

Nt−1 2−
B

Nt−1

)

≤ log2 b and

then we can solve the number of feedback bits per stream as a
function ofb and SNR, which is given by (12). 2

Furthermore, by setting the maximum allowable rate gap per
data stream asb = 2 in (12), we obtain the scaling law of the
feedback bits per stream to preserve the rate loss less than1
(bps/Hz) as

B ≥ (Nt − 1) log2

(

KPλ̄max

Nt − 1

)

(14)

which will be later used for our simulations in Section VI.
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V. ANALYSIS ON EFFECTIVE DOF

Although our analysis in Section IV shows the performance
loss due to the quantization error, it neglects the impact ofover-
head resulting from training, cooperation, and feedback. In this
section, we consider the case that training, cooperation, feed-
back, and data transmission are all orthogonal in time during
the coherence time,T , which is similarly considered in [13] and
[24]. Based on the analysis in Section IV, we analyze the effec-
tive DOF discussed in [8] and [13] to characterize the overhead
of the proposed codebook-based IA under practical scenarios.
By taking training, cooperation, and feedback into considera-
tion, we can compute the expected effective sum rate as

R̄(L)
sum =

(

1−
KNt

T
−

Tc

T
−

KB

BfT

)

∑

j,m

E

[

R
(L)
j,m

]

. (15)

Similarly, we can define the effective DOF as

ηe =

(

1−
KNt

T
−

Tc

T
−

KB

BfT

)

η (16)

where η = limP→∞

∑

j,m E

[

R
(L)
j,m

]

/log2 P . Denoting the

indicator of the scaling law asα which shows the quan-
tity of feedback bits according to SNR, in the following
theorem, we show the lower and upper bounds ofη when
the scaling law of the feedback bits per stream isB =
α (Nt − 1) log2

(

KPλ̄max/Nt − 1
)

for 0 ≤ α ≤ 1.
Theorem 3: When the scaling law of the feedback bits per

stream isB = α (Nt − 1) log2
(

KPλ̄max/Nt − 1
)

for 0 ≤
α ≤ 1, we haveη = αdtot.

Proof: Firstly, we show the upper bound ofη. By discard-
ing the terms of the residual interference power in (5) except
P
dj

∣

∣uH

j,mHj,j v̂j,l

∣

∣

2
[18], we have the upper bound ofη as

E

[

R
(L)
j,m

]

≤ 1 +
B + log2 e

Nt − 1
+ log2 (Nt − 2) + log2 e (17)

which can be easily derived by using Lemma 3 in Sec-
tion IV and Theorem 2 in [18]. SubstitutingB =
α (Nt − 1) log2

(

KPλ̄max/Nt − 1
)

into (17), the upper bound

of η is given byE
[

R
(L)
j,m

]

≤ α log2 P + O (1), which directly

results inη ≤ αdtot.
Secondly, we show the lower bound ofη. For high SNR, by

ignoring the effect of the noise, we have

η ≥ lim
P→∞

E

[

∑

j,m log2

(

P
dj
|uH

j,mHj,j v̂j,m|
2

Ij,m

)]

log2 P

= dtot − lim
P→∞

∑

j,m E [log2 Ij,m]

log2 P
. (18)

The upper bound ofE [log2 Ij,m] is given by

E [log2 Ij,m] ≤ log2 P + E
[

log2
(

sin2 θi,l
)]

+ E

[

log2

(

K
∥

∥eHj,i,m
∥

∥

2 ∣
∣ēHj,i,mzi,l

∣

∣

2
)]

≤ (1− α) log2 P +O(1) (19)

where the last inequality can be derived fromE
[

log2
(

sin2 θi,l
)]

= − log
2
e

Nt−1

∑2B

k=1
1
k ≤ −B

Nt−1 in [18, Appendix III] and recall-

ing B = α (Nt − 1) log2
(

KPλ̄max/Nt − 1
)

. Substituting
(19) into (18), we haveη ≥ αdtot. As a result, we obtain
η = αdtot given forB = α (Nt − 1) log2

(

KPλ̄max/Nt − 1
)

for 0 ≤ α ≤ 1. 2

Bf should be at least on the same order ofB in order
to feedback the quantization index within a coherence block,
T [8] and, for the purpose of illustration, we setBf =
β log2

(

KPλ̄max/Nt − 1
)

, whereβ is a constant. Plugging
B = α (Nt − 1) log2

(

KPλ̄max/Nt − 1
)

andη = αdtot into
(16), then we have

ηe =

(

1−
KNt

T
−

Tc

T
−

α (Nt − 1)K

βT

)

αdtot (20)

which is a quadratic function with respect toα. By differenti-
ating (20) with respect toα, the maximization ofηe is achieved
whenαmax = βT

2(Nt−1)K

(

1− KNt

T − Tc

T

)

. If αmax is out of
domain for0 ≤ α ≤ 1, i.e.,αmax > 1, ηe is maximized when
α = 1. As a result, the effective DOF,ηe, is maximized as

ηe,max =















































(

1−
KNt

T
−

Tc

T

)2
βT

4(Nt − 1)K
dtot

if ξ1 +
dtot
4ξ2

< T ≤ ξ1 +
dtot
2ξ2

(

1−
KNt

T
−

Tc

T
−

(Nt − 1)K

βT

)

dtot

if T > ξ1 +
dtot
2ξ2

(21)

whereξ1 = KNt + Tc andξ2 = βdtot/4(Nt − 1)K. Note
that the lower bound ofT in the first condition comes from
the assumption thatT is longer than the symbol durations cor-
responding to training, cooperation, and feedback, i.e.,T >
KNt + Tc + 1/β (Nt − 1)K.

VI. NUMERICAL RESULTS

In this section, we present simulation results to evaluate
the sum rate performance and scaling law of the proposed
codebook-based IA. Subsequently, we illustrate simulation re-
sults to validate our analysis on the effective DOF. Throughout
this section, we denote theK-user uplink MIMO IC withNt

transmit antennas,Nr receive antennas, anddj data streams for
the jth user as(Nt, Nr,K, [d1, d2, · · ·, dK ]). For all the simu-
lations, we set the maximum allowable rate gap per data stream
asb = 2.

In Fig. 1, we illustrate the average sum rate as a function
of SNR for the(4, 5, 3, [2, 2, 2]) system. We confirm that the
proposed codebook-based IA scheme can maintain the rate loss
within dtot log2 b = 6 × log2(2) = 6 (bps/Hz) compared with
IA with perfect feedback by increasing the feedback qualityac-
cording to the relationship in (14) with SNR. When the feed-
back quality is fixed regardless of SNR, we observe that the
multiplexing gain goes to zero in high SNR region since the
residual interference terms will dominate the rate in (4) asP in-
creases. In Fig. 2, we show the average sum rate as a function
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Fig. 1. Average sum rate of uplink MIMO IC for the (4, 5, 3, [2, 2, 2]) sys-
tem with perfect feedback, scaling feedback quality, and fixed feed-
back quality.
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Fig. 2. Average sum rate of uplink MIMO IC with various system config-
urations.

of SNR by varying the system configurations. We can observe
that the multiplexing gain of the proposed codebook-based IA
scheme can be preserved by scalingB according to the derived
scaling law with SNR for various system configurations. More-
over, even when the data streams are allocated to transmitters
asymmetrically, it is shown that the rate loss is still maintained
within dtot log2 b (bps/Hz). In Fig. 3, we plot the average sum
rate as a function of SNR to demonstrate the validity of Theo-
rem 3. We clearly see that anα-fraction of the multiplexing gain
can be achieved when we impose the scaling law according to
B = α (Nt − 1) log2

(

KPλ̄max/Nt − 1
)

for 0 ≤ α ≤ 1.
Moreover, we verify the advantage of the proposed IA scheme

over the conventional IA scheme that adopts training and chan-
nel coefficients feedback [8] by assessing the effective DOF.
We consider an example for the(2, 2, 3, [1, 1, 1]) system with
T = 6001 andβ = 1. From Fig. 4, the effective DOF of the

1We assume that the channels remain constant over a coherenceblock of
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Fig. 3. Average sum rate of uplink MIMO IC for the (4, 5, 3, [2, 2, 2]) sys-
tem with perfect feedback, scaling feedback quality, and insufficient
feedback quality.
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Fig. 4. Average effective sum rate of uplink MIMO IC for the
(2, 2, 3, [1, 1, 1]) system where T = 600.

proposed scheme from simulation is identical to that from our
analysis in (21). We see that the proposed scheme can achieve
higher effective DOF than the conventional scheme in [8] given
the equal number of feedback bits. Moreover, to get the same
effective DOF of the proposed scheme, it can be seen that much
more feedback bits,(N2

t − 1) log2(SNR), are required for the
conventional scheme [8].

T = 600 channel uses which is related to two physical parameters, the co-
herence timeTc and the coherence bandwidth (subcarrier bandwidth)Wc by
T = WcTc [24]. In this paper, we assume a typical LTE scenario operating
at f0 = 2.1 GHz and the coherence bandwidthWc = 15 kHz with the mo-

bility ∆v = 5 km/h [25]. Taking as the coherence timeTc ≃
√

9

16π
1

fd
=

√

9

16π
∆v
c
f0, we approximately obtainT = 600 channel uses.
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VII. CONCLUSION

In this paper, we considered the feedback requirements of
a codebook-based IA in the constant MIMO IC especially for
the uplink case. By assuming cooperation among BSs, BS can
compute the transmit precoder and inform its quantized index
instead of the quantized channel coefficients to the associated
user. We derived an upper bound of the rate loss and the scal-
ing law of the number of feedback bits in order to preserve the
multiplexing gain of IA with perfect CSIT. It was shown that if
a partial feedback load is used according to the derived scaling
law, a fraction of the multiplexing gain can be only achieved. We
also considered the effective DOF to see the impact of overhead
arising from training, cooperation, and feedback. By comparing
the proposed scheme with the conventional scheme, both ana-
lytically and numerically, the proposed scheme has been shown
to be more effective one in terms of the effective DOF.

Appendix

A. Proof of Theorem 1

Prior to the proof of Theorem 1, we need to address the fol-
lowing lemma.

Lemma 4: The equality holds between the following expec-
tation terms given by

E

[

log2

(

1 +
P

dj

∣

∣uH

j,mHj,jvj,m

∣

∣

2
)]

= E

[

log2

(

1 +
P

dj

∣

∣uH

j,mHj,j v̂j,m

∣

∣

2
)]

. (22)

Proof: The proof can be found in [21, Lemma 1]. 2

The rate loss can be written as

△Rj,m = E

[

log2

(

1 +
P

dj

∣

∣uH

j,mHj,jvj,m

∣

∣

2
)]

− E

[

log2

(

1 +
P

dj

∣

∣uH

j,mHj,j v̂j,m

∣

∣

2
+ Ij,m

)]

+ E [log2 (1 + Ij,m)]

(a)

≤ E

[

log2

(

1 +
P

dj

∣

∣uH

j,mHj,jvj,m

∣

∣

2
)]

− E

[

log2

(

1 +
P

dj

∣

∣uH

j,mHj,j v̂j,m

∣

∣

2
)]

+ E [log2 (1 + Ij,m)]

(b)

≤ E [log2 (1 + Ij,m)]

(c)

≤ log2 (1 + E [Ij,m]) (23)

where (a) comes from the fact thatIj,m ≥ 0 and log(·)
is a monotonically increasing function [18], (b) follows from
Lemma 4, and (c) follows from the Jensen’s inequality. Substi-
tuting (11) into (23), we derive the upper bound of the rate loss
for themth stream of thejth BS as given in (12).
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